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Abstract: Given a principal fiber bundle P over a semi-Riemannian manifold (M, g),
Yang-Mills equations are defined over the space of principal connections on P. They
are the Euler-Lagrange equations corresponding to a certain Lagrangian defined on JC,
the first jet bundle of C', where C' is the bundle of connections on P. We write the
Hamiltonian counterpart of the variational problem defined by the Yang-Mills Lagrangian
on the polysymplectic bundle IT and recover Yang-Mills equations from Hamilton-Cartan
equations on II.
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Resumen: Dado un fibrado principal P sobre una variedad semi-Riemanniana (M, g),
las ecuaciones de Yang-Mills se definen en el espacio de las conexiones principales en P.
Son las ecuaciones de Euler-Lagrange correspondientes a una cierta Lagrangiana definida
en J'C, el fibrado de jets de primer orden de C, donde C es el fibrado de las conexiones
en P. Escribimos la version Hamiltoniana del problema variacional definido por la La-
grangiana de Yang-Mills en el fibrado polisimpléctico II y recuperamos las ecuaciones de
Yang-Mills a partir de las ecuaciones de Hamilton-Cartan en II.
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1 Introduction

The Calculus of Variations has a long and rich history since its formal beginning with
the works of Euler, Lagrange and Hamilton. The goal is to find extreme values of certain
functionals. The main difficulty that one encounters when dealing with the functionals
involved in this branch of Mathematics is the complex nature of the spaces where they
are defined. More precisely, these functionals are generally integro-differential operators
on infinite dimensional spaces as, for example, spaces of functions or spaces of sections of
bundles.

Many of the interesting problems in the Calculus of Variations come from Physics and
describe many of the fundamental equations in Mechanics, Electromagnetism, Relativity,
etc. The objects of all these equations are sections of bundles. More precisely, if M is a
model of space-time, the electromagnetic potential is a section of the bundle connections.
This is because electromagnetic potential can be identified with connections of an appro-
priate principal bundle on M. This instance can be further generalized to the so-called
Yang-Mills equations. Since their introduction in the 50’s, these equations have proved
to be the convenient framework to model interactions between quantum particles (inter-
actions including the aforementioned electromagnetism as well as weak or strong nuclear
interactions). In fact, it is interesting to note that the understanding of these forces as
described through connections was a late result form the 70’s. In any case, the Yang-Mills
equations can be obtained as variational equations on the set A of connections of certain
principal bundles. Moreover, the integro-differential operator is given as

A — R
A / L(j'A)v
M

where v is a volume form in M and L is a function depending on the first-order Taylor
expansion j' A of A. One can give a more geometrical definition to L through the language
of jets. In this case, the function L (called the Lagrangian) is thus defined as

L:J'C—R
where C' — M is the bundle of connections and J'C stands for the jet space.

The equations for extremal values of the operators in Variational Calculus defined by
functions of the type above (that is, operators given by integration of functions depending
on the first jet) have a well known structure. They are the so-called Euler-Lagrange
equations and are ubiquitous in the literature. These equations, in particular, give a
standard way to formulate the Mechanics when the bundle is R x  — R, the sections
of which are just curves in the configuration space ). The equations have a similar
structure in arbitrary bundles. As we learn from Mechanics, the Hamiltonian picture
of these equations is essential in many instances. This framework deals with positions
and momenta and the evolution equations of these variables are the Hamilton equations.
Again, in fiber bundles, the analogue idea works. In this case, the “position” variables
are encoded through a bundle Y — M and the momenta are in a composite bundle
II - Y — M. The new Hamilton equations are defined on sections of this composite
bundle. The importance of these equations is connected with notions as symplectic (or
multisymplectic) forms, quantization, etc.

The main goal of this work consists of giving a precise formulation of the Hamilton
equations for the Yang-Mills Lagrangian by giving the correct exposition of the geometric
objects involved in the construction.



The structure of the work is as follows:

In Section 2 we introduce the basic tools about bundles and connections, including jet
bundles and bundles of connections.

In Section 3 we first introduce briefly the Lagrangian formalism for an arbitrary con-
figuration bundle and then define the polysymplectic bundle II and Hamiltonian systems
on it. Finally we consider the case when the configuration bundle is a principal bundle
P and take the quotient of II by the action of the structure group on T'P. We introduce
a bracket on the quotient which coincides with the Poisson bracket when evaluated on
G-invariant Poisson forms and finally include the reduced Hamilton-Cartan equations on
the quotient.

In Section 4 we start introducing Yang-Mills equations on the space of connections of
a principal bundle P, consider the action of the gauge group of P on C and prolong it
to J1C, drop the Yang-Mills Lagrangian to the quotient space of J'C by this action and
recover Yang-Mills equations from the dropped variational problem. Then we go on to
specify the Hamiltonian approach defined on Section 3 taking the Yang-Mills Lagrangian,
that is, we write the linear Legendre transformation, the Yang-Mills Hamiltonian and
Hamilton-Cartan equations working with local coordinates on II, more precisely on the
image of the linear Legendre transformation P. We check that Hamilton-Cartan equa-
tions on P coincide with Yang-Mills equations, that is, solutions of the Hamilton-Cartan
equations come from solutions of the variational problem defined by the Yang-Mills La-
grangian, taking the prolongation to the first jet bundle and composing with the Legendre
transformation. Finally we compute the expression of the Poisson (n —1)-forms and Pois-
son bracket on the constraint manifold P and give the characterization of solutions of a
Hamiltonian system on P in terms of Poisson (n—1)-forms on P analogous to the result in
Section 3. In general Section 4 is an attempt to generalize the Electromagnetism example
in [1] to the Yang-Mills case (where we change S* for an arbitrary Lie group G). The last
point, reduction of the equations by the action of the gauge group on II cannot be done
in an analogous way to [1] since in contrast to the Electromagnetism Hamiltonian, the
Yang-Mills Hamiltonian is not invariant under this action. This is left for future work.

2 Bundles

2.1 Introduction

Some of the main ingredients we will be dealing with are fiber bundles, particularly vector,
affine and principal bundles, and also connections on the principal fiber bundles. Here we
give a quick introduction to the concepts. For further details see [6].

Although it is not always required, we will always assume that the spaces are differ-
entiable manifolds and all functions are smooth (we might for instance reformulate the
same concepts considering topological spaces and continuous functions).

The idea of a fiber bundle is that of a manifold that can be viewed as the disjoint
union of copies of a manifold F' indexed by another manifold M. These copies will be
the fibers of a smooth function. We will require that the dimensions of both manifolds
are greater than 0, for otherwise this definition would be trivial. Locally we will be able
to express this disjoint union as a product manifold of the form U x F, where U is an
open subset of M. If we do not require that the fibers are diffeomorphic, then we have



the weaker notion of fibration. Let us give some formal definitions:

Definition 1 (Fibration). Let E and M be differentiable manifolds. A smooth map
m: E — M is called a fibration if it is a surjective submersion. E, M, w and the triple
(B, 7, M) will be called total space, base space, projection and fibred manifold respectively.

We will sometimes abbreviate (E, 7, M) by E or m depending on whether we want to
distinguish between different fibred manifolds with the same total space. Usually we will
write m: E — M or just E — M.

Remark 1. Using the local structure of submersions we have that for each p € E there
is an open subset U, C E, p € Up, and a diffeomorphism ¢ : w(U,) x F, — U, such
that 7[;; o¢ = pri, where F}, is a differentiable manifold of dimension dim(E) — dim(M)
and pry; denotes the projection onto the first factor of the product manifold. Note that
we do not require that 7 be injective, so one can see the fiber 771(x) as a disjoint union
of manifolds of the same dimension. Imagine for instance a spiral made with a ribbon
projecting over a circle.

Note that with the above definition the fibers need not be diffeomorphic. Consider for
instance the fibred manifold (R x R\{0},pr1,R), where the fiber 7=1(0) is different from
the rest.

In order to avoid this inconvenience we will deal with a particular case of fibred man-
ifolds called fiber bundles. Dealing with fiber bundles will be easier than dealing with
fibred manifolds and they will provide a suitable model for a variety of physical situations.
One can for instance think of a metal sheet and all possible temperatures at each point
as a fiber bundle since all possible values at each point are the same. As an example in
which the fiber bundle would not be trivial (we will see what this means) one can think
of the Earth as a sphere and consider all possible velocities that the wind can have at
each point, that is, the tangent space at each point. Note that despite the fact that the
sets of velocities are different at each point, they are all diffeomorphic, which is what will
matter. Note also that in this example the fibers are more than just a smooth manifold
and more than just diffeomorphic to each other. This example is known as the tangent
bundle and we will come back to it later.

So we give the following definitions:

Definition 2 (Local trivialisation). Let (E,m, M) be a fibred manifold. Given p € M, an
open neighborhood U, C M of p, and a differentiable manifold F},, a diffeomorphism

o)

wu, 7T_1<Up) — Up X F)

such that 7T|7r,1(Up) = pr1 o py, 18 called a local trivialisation around p, or just a local
trivialisation if we do not specify any particular point and just take an open subset U C M.
Note that this condition implies that 7= (y) = F, for all y € Up.

Definition 3 (Fiber bundle). If it is possible to define local trivialisations around any
point p € M then (E,m, M) will be called a fiber budle.

Remark 2. In a fiber bundle we will necessarily have F,, = F, =: F for all p,q € M in
case M is connected. Otherwise we will have the same conclusion in each of the connected
components of M. In order to justify this, take a local trivialisation 7—1(U,) 2 U, x F,
around p € M. Then consider all local trivialisations with fibers diffeomorphic to F}, and



take the union of all corresponding open subsets of M, obtaining an open subset of M
with fibers diffeomorphic to F},. Since the union of all open subsets of M corresponding
to local trivialisations with fibers not diffeomorphic to F}, should also be an open subset,
and since we are assuming that M is connected, we get that the first union must be equal
to the whole base space M, for it is not empty.

Then we will refer to F' as its typical fiber and denote a fiber bundle by (E,m, M, F),
just by (E,m, M) if we do not need to mention the fiber or by some of the abbreviations
given for a fibred manifold.

If we have two local trivialisations ¢y and ¢y with overlapping domains, then the
change of trivialisation will be of the form

govogoz}lz UNVxF — UNVXxF
(zy)  — (z,0(2,9),

where for each z € UNV, §(x, ) : F — F is a diffeomorphism. We will call @(z,-) a
transition function and denote it by gyv.

An atlas on the total space E can be constructed from an atlas on the base space M and
an atlas on the typical fiber F' using the local trivialisations, for they give diffeomorphisms
ou : 71 (U) — U x F satisfying pry o oy = 7T|ﬂ__1(U), where U can be taken to be a
chart on M, and then U x F can be given a product atlas. For these charts the first
dim(M) coordinates of points in the same fiber will be equal. We will write coordinates
as (z%,y%), where 2' denote the coordinates in the base space and y® the coordinates in
the fiber, and we will call them adapted coordinates or fiber coordinates.

Definition 4. In case there is a global trivialisation, that is, a diffeomorphism
¢ E 3 MxF
with ™ = pry o ¢, then E is called a trivial bundle.

Remark 3. One can define a fiber bundle starting with a tuple (F,m, M, F) satisfying
the property of having local trivialisations around any p € M and then obtain that
must be a submersion, for it is locally a projection.

We will usually assume an additional structure on F' and also on the transition func-
tions. For instance one might require that F' be a vector space and gy be linear functions.

As in the following example, fiber bundles are often defined as projections from a set
to a manifold. To ensure that the projection gives a fiber bundle we need the following
theorem:

Theorem 1. Let M and F' be differentiable manifolds of dimensions n and m respectively,
E a set and 7 : E — M a map such that the fibers n=1(x), © € M, have the structure
of a differentiable manifold of dimension m. Assume also that for each x € M there is
an open neighborhood x € W, and a bijection

O, 1 Y (W,) — W, x F

such that pri o ®, = 7T|7T,1(Wx) and pry o q)xyﬁ,l(y) : 7 Yy) — F is a diffeomorphism
for ally € W,.

Then E admits a unique differentiable structure such that w : E — M becomes a fiber
bundle and the maps ®, are local trivialisations.



A proof of this theorem can be found in [9].

Note that a product manifold M x F' gets its differentiable structure from the cor-
responding differentiable structures on M and F. Here we are getting a differentiable
structure on each 7~ (W) by writing it as a product manifold.

Example 1 (Tangent and cotangent bundles). Let M be a smooth manifold with dim(M) =
n. Consider the disjoint union
T™ = | J T.M
xeM
and let 7 be the projection

T TM — M
vel,M — .

We can define a fiber atlas on TM from an atlas on M. Let (U,z') be a chart on
M. There is a bijection between 7~1(U) and U x R" given by v — (2¢,v;), where
. € 7~ 1(U). Note that the other conditions of theorem 1 are satisfied, for

n~1(x) is a vector space diffeomorphic to R™. (TM, 7y, M) will be called the tangent
bundle.

0
U= Vi Gy

We can also define a fiber bundle structure on the disjoint union
"M = | J T;M
zeM

in a similar fashion. The resulting bundle (T*M,7y,, M) will be called the cotangent
bundle.

Note that dim(T'M) =dim(7T*M) = 2n.
Definition 5 (Sections). Let (E,w, M) be a fiber bundle.

o A smooth function s : M — E is called a global section of ® if mo s = idyy.

o A smooth function s : U — E, where U C M is an open subset, is called a local
section of w if mo s = idy.

The notation used for the set of all sections of a fiber bundle F — M will be I'(E).
We will denote the set of local sections defined in some neighborhood of a point z € M
by I',,(E) and use this set in the definition of jet bundles later. When dealing with jet
bundles we will also use the notation I'yy(F), where W C M is an open subset, for all
local sections defined on W.

Example 2. Sections of the tangent and cotangent bundle are vector fields and differential
forms respectively.

Definition 6 (Bundle morphism). Let (E,m, M) and (E', =, M') be two fiber bundles. A
bundle morphism is a pair of smooth maps (F, f), F: E — E', f : M — M’, such that
the following diagram commutes:

gt g
ﬂl lﬂ—’
M—Lo

that is, it is a morphism that sends fibers of E to fibers of E'.



Note that F' determines f (once we know its existence), namely f(z) = (7' o F)| -1,

There are several ways to construct new fiber bundles from given fiber bundles. We
define one of these which will be used later:

Definition 7 (Pull-back bundle). Let (E, 7, M) be a fiber bundle and h : N — M a
smooth map. The pull-back bundle (h*E,h*m, N) is the fiber bundle with total space

h*E = {(z,p) € N x E: h(z) = w(p)}

and projection
h*r: h*E — N
(x,p) —— .

Remark 4. The pull-back bundle has the same typical fiber as the original bundle. In
fact the fiber of h*m over z € N is diffeomorphic to the fiber of m over h(x).

2.2 Vector bundles and affine bundles

Vector bundles will appear constantly. We will also work with first order jet bundles and
bundles of connections, which are affine bundles, so we give the definitions here. First let
us introduce the notation E, for the fiber of 7 over x € M, that is E, := 7~ !(x).

Definition 8 (Vector bundle). A vector bundle is a fiber bundle (E,m, M, F') where the
typical fiber F' is a vector space and the transition functions are linear isomorphisms.

Definition 9 (Affine bundle). An affine bundle is a fiber bundle (E, 7, M, F) where the
typical fiber F' is an affine space and the transition functions are affine isomorphisms.

We will say that an affine bundle (E, 7, M, F') is modelled on a vector bundle (E’, «’, M, V')
if the affine space F' is modelled on the vector space V.

Remark 5. Note that if (E, 7, M, F) is a vector (affine) bundle then E, is a vector
(affine) space. Consider a local trivialisation around = € M

oy, 7 N (Uy) =, U, x F
and define a sum and a scalar multiplication on FE, as
y+y = oy (@, pra(eu, () + pra(eu, (v))), for all y,y' € By,

\y = @Ei(:l:, Apra(eu, (y))), for all X e R,y € E.

Note that because of the conditions imposed on the transition functions, that is, linearity,

this definition does not depend on the local trivialisation. Let ¢y, : 77 1(V,) = Ve X F
be another local trivialisation around . Then

ov, ooy (z, pravu, (v) + pravu, (v)) = (@, gu,v. (praeu, () + pragu, (')

= (z, gu,v, (pravv, V) + (z, gu, v, (prav, (V') = ev, (y) + v, (V)
= (z,provv,y + pravv,y'),

SO cp‘_,ml(govz (y) + ov, () = y + ¢/, using bijectivity. Similarly one deals with scalar
multiplication and with the affine case.



Definition 10 (Dual bundle). Given a vector bundle (E, 7, M, F), the dual vector bundle
(E*,7t, M, F*) is defined to be the vector bundle with total space

E* = E;

xeM

and projection
T B — M
fo — =,

where f, € EY. If we have a local trivialisation on E given by (z*,y*) ((2%) are coordi-
nates on an open subset U C M and (x%,y%) are coordinates on ©—*(U)), then we can
define a bijection f, — (z%,y,) between #=1(U) and U x F* as x'(f;) = 2'(7(x)) and
Yao(fz) = fo(Ba), where {B1,...,Bp} is the basis of E, corresponding to the coordinates
(yt,...,y™), that is, B, = (0,...,1,...,0), where the 1 is in position a and the rest are
zeroes.

Definition 11 (Tensor bundle). Given two vector bundles (E,x,M,F), (E',=', M, F")
over the same base space M, the tensor bundle (E® E',7t, M, F ® F') is defined to be the
vector bundle with total space

E®E =) E®E,
zeM

and projection
7. EQFE — M
vy @V, —

where v, € E, and v, € E... Given local trivialisations of E and E', m=Y(U) 2 U x F
and (7)Y U) = U x F' with coordinates (z',y®) and (2, 2°) respectively, we define a
local trivialisation #~Y(U) = U x (F @ F') of E ® E' with coordinates (x,t%), where
t(ve @ V) =y (v2) 2 (V],).

Remark 6. Analogously one can define the tensor bundle of an arbitrary finite number
of vector bundles. An interesting example arises when considering tensor products of a
vector bundle and its dual: F® .7. EQ E*® .5.  E*. In particular, if we take £ = TM
then we get a fiber bundle whose sections are s-covariant and r-contravariant tensor fields.
For example we can consider the vector bundle T*M ® T'M, which has fibers isomorphic
to End(T, M) and whose sections are 1-forms taking values in 7M. We will later consider
1-forms taking values in a Lie algebra g which will be sections of the fiber bundle 7" M ®g¢.

2.3 Principal fiber bundles and connections

A principal fiber bundle is a fiber bundle in which the fibers are diffeomorphic to a Lie
group G and the transition functions are given by a product on the Lie group. More
precisely:

Definition 12 (Principal fiber bundle). Let (P, , M, G) be a fiber bundle with typical fiber
a Lie group G. It will be called a principal fiber bundle if we can find local trivialisations

Oq : Wﬁl(Ua) — Uy X G



satisfying
bao0dy i UspxG —  UwpxG
(x,h)  +— (x,9q8(x) h)
for some smooth map gop : Usg — G, where Uy, Ug C M are open subsets and Uyg =
U, N Ug.

Alternatively,

Definition 13 (Principal fiber bundle). Consider a tuple (P, 7, M,G), where P and M
are differentiable manifolds, G is a Lie group and w: P — M is a smooth map. We will
say that (P,m, M,G) is a principal fiber bundle if the following properties are satified:

o G acts freely on P on the right, with the action denoted by

Pxd — P
(p,g) +— p-g,

e M is the quotient manifold P/G,
e 7 is the canonical projection,

e P is locally trivial, meaning in this case that for each x € M there exists an open
neighborhood x € U, and a smooth map ¢ : 11 (U,) — G such that

(=23

a1(U,) — U,xG
p — (m(p), ¢(p))

is a diffeomorphism and o(p - g) = ¢(p) - g for all g € G.

G will be referred to as the structure group.
Remark 7. Note that, since the action is free, the fibers will be diffeomorphic to G.

Proposition 1. A principal fiber bundle (P, 7, M,G) has a global section if and only if
it 1s trivial.

o

Proof. If the fiber bundle P is trivial, that is, we have a diffeomorphism ® : P — M x G
satisfying m = pry o @, then we can define the global section

s: M — MxG — P
r —  (z,e) — d 7z, e).

Conversely, if there is a global section s : M — P, then a global trivialisation is defined
by
MxG — P
(r,9) +— s(@)-g.
Let p € P. Since s(m(p)) and p are in the same fiber, and the orbits of G coincide with

the fibers in P, there exists necessarily an element g € G such that p = s(w(p)) - g. Hence
the map is surjective.

Now we see that it is injective: suppose that s(x)-g = s(z’) - ¢’. Then s(z) and s(z’)
are in the same fiber and necessarily x = z’. Since the action is free, also g = ¢'.

O



Remark 8. We can formulate the local version of the previous proposition. If (P, 7, M, G)
is a principal fiber bundle, then we have that for an open subset U C M there is a local
trivialisation 771(U) 22 U x @G if and only if there is a local section defined on U.

Definition 14 (Principal bundle morphism). Given two principal fiber bundles (P, 7, M, G)
and (P, 7', M',G"), we define a principal bundle morphism as a pair of smooth functions
(F,f), F:P— P, f: M — M, such that 7' o F = f o7, that is, the diagram

p_t.p

1k

M —— M

commutes, together with a homomorphism of groups ® : G — G’ such that F(p-g) =
F(p) - ®(g) for allp € P, g € G. Note again that f is determined by F.

Definition 15 (Principal bundle automorphism). A principal bundle morphism between
a principal bundle P and itself given by diffeomorphisms is called an automorphism of P.
We denote the group of all such morphisms by AutP.

Definition 16 (Gauge transformation). A principal bundle automorphism (F, f) such
that the induced function f is the identity map on M will be called a gauge transformation
or vertical morphism. The group of all gauge transformations is denoted by GauP.

A fiber bundle that will appear quite often is the adjoint bundle, which is a particular
case of associated bundle. The definition of associated bundle, as the one of principal
bundle, also involves a group action on the fibers but does not require the fibers to be
diffeomorphic to the group.

Definition 17 (Associated bundle). Let (P, 7w, M,G) be a principal fiber bundle and F
a differentiable manifold on which G acts on the left; we will construct another fiber
bundle with these ingredients (the associated bundle to the given principal bundle and to
the action on F'). Let us consider the product manifold P x F and define a right action
of G on it by
(PxF)xG — PxF
((p.€)g) — @999

This action defines an equivalence relation on P x F and the quotient (P x F)/G is
denoted by P xg F. The associated bundle has E := P xXg F' as its total space, M as its
base space and the projection is given by

g PxgF — M

(2, O] = w(p).

The idea of the associated bundle is to replace the fiber G of a principal bundle by
some other differentiable manifold F'. Let us check that this is what we are doing with
the above definition:

The fiber of g over x € M is, by definition,

75l (@) = {[(p,€)] : p € P,€ € F with n(p) = a} .

If we fix a point pp € 7~ !(z) then

w5 () ={l(po - 9,€)] : g € G, € F} = {[(po, 9 - §)] : g € G,E € F}



={l(po,8)] : £ € F'},
so the fiber of the associated bundle is diffeomorphic to F.

Now we construct local trivialisations of P x F' from local trivialisations of P. Let
ou ™ HU) — U x G be a local trivialisation of P. Then

R (U) =2 (r N (U) x F)/)G=(UxGxF)/G=UxF,

where the last bijection is given by [(z,g,&)] — (x,g - §), which is well-defined since

[(z,9,8)] = [(z,gh,h~" - €)] is mapped to [(z,g - €)] = [(z,(gh) - (k™" -€))]. Then by
theorem 1 we get that P X F is the total space of a fiber bundle.

If P is a trivial bundle we can reason as above with a global trivialisation and get that
P xg F=MXxF is trivial.

Example 3. We now introduce the frame fiber bundle. Let M be a differentiable man-
ifold. We define a frame as a basis of T, M for some x € M and denote by F,M the set
of all frames at x € M. The total space of the frame bundle will be the set of all frames,
that is
FM = | F.M,
zeM
and the projection will be
m: FM — M
p —
where p € F, M.
Using theorem 1 we can give (FM, 7, M) the structure of a fiber bundle. Note that
77 1(x) = GI(n,R). Let (U,2%) be a chart on M. Then each frame p € 7—*(U) can

i _0_ i _0 : :
1 agi ]y Xy 5o x) This gives us the

be given coordinates (g;i,X,i), where p = <X

x )
bijection required to apply theorem 1.

FM is in fact a principal fiber bundle with structure group Gi(n,R). Let p =

(v1,...,v,) € FM be a frame, then the action (on the right) of g = (a;'») € Gl(n,R)

on p is defined as p-g = (y1,...,Yn), Where y = vjai. Note that the action is free,
the orbits coincide with the fibers and F'M is locally trivial in the sense of the second
definition of principal bundle (definition 13).

Now we consider the action of Gl(n,R) on R™ on the left given by the usual product,
that is, if &€ = (¢',...,£") € R", g = (a}) € Gl(n,R) then g- ¢ = (aj&,...,a}¢’). The
associated bundle to the frame bundle and this action of Gl(n,R) on R™ is the tangent
bundle. The identification is given by the map [(p,£)] — v;&/ which is clearly well-
defined and gives and isomorphism between 7' (7(p)) and TrpyM.

Proposition 2. If the action of G on F' is trivial, that is, g - & = & for all g € G and
& € F, then the associated bundle P xg F' s trivial.

Proof. Since [(p,&)] =[(p-g.97 - )] =[(p-g,&] forallpe P, g€ G, { € F, we get
PxgF=P/GxF=MxF.
0

A particular example of associated bundle is the adjoint bundle, which replaces the
fiber G by its Lie algebra g.
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Definition 18 (Adjoint bundle). Let (P, 7, M, G) be a principal fiber bundle and consider
the action of the structure group G on its Lie algebra g given by the adjoint representation

Ad: G — Aut(g)
g +— Adg.

Recall that Ad, was defined to be the differential of the conjugation map at the identity,
that is Adg = (dCy)e, where

Cy: G — G
h +— ghg '

The adjoint bundle is the associated bundle to w and to this action of G on g; its fibers
are therefore isomorphic to g. We will denote it by §. Another frequent notation is ad(P).

For a rewiev of the adjoint representation or other related concepts see [10].

Remark 9. If GG is abelian then g is trivial, since the conjugation map is the identity.
Then the adjoint representation is trivial and proposition 2 gives that g is trivial.

There are several ways to define a connection on a principal fiber bundle P, for instance
as a horizontal distribution on P, as a 1-form on P taking values in the Lie algebra g of
the structure group G (which corresponds to the vertical projection with respect to the
horizontal distribution) or as a covariant derivative in the linear case.

The tangent space at p € P, T,,P, has a canonical direction, the vertical direction,
determined by the action of the structure group. The subspace of vertical vectors at p,
that is, vectors tangent to the fiber, is called the vertical subspace and denoted by V,,P
or just V. The subbundle of T'P with fibers V), will be denoted by V P. If we consider
the differential of the projection , (dm), : 1), P — Ty, M, then this subspace is defined
as

VpP ={v € T,P : (dm),(v) =0},

since the vectors tangent to the fibers are the vectors tangent to curves on which 7 is
constant. In order to express any vector v € T,,P as a sum of a vertical component and
some other component we need to choose some other direction, that is, define what will
be horizontal. This will allow us to derive sections of arbitrary vector bundles, but for
now let us give the first definition of connection, which is just the choice of a horizontal
space.

Definition 19 (Connection 1). A connection on a principal fiber bundle (P,m, M,G) is
a differentiable distribution H on P of rank dim(M) such that the following properties
are satisfied:

o I,P=V,®H,, forallp € P, so any v € T,P can be uniquely written as v = +y
with x € Vp, and y € H,

o Hy,,=(dRy)y(Hp), for all g € G, p € P, where

R,: P — P

11



For the splitting of v € T,P when a connection is given, we will use the notation
v ="+ 0" with vV € VpP and vt e H,P.

A particular type of vector field on P which will be important is the following:

Definition 20 (Horizontal vector field). A wvector field X € X(P) is called horizontal if
X, € Hy for allp € P.

We will now introduce another type of vector field on P which will be needed in the
second definition of connection:

Definition 21 (Fundamental vector field). For each A € g, the fundamental vector field
A* associated to it is the vector field on P with flow given by

O(p,t) =p-exp(tA), for allp € P,t € R,
that is, Ay = %|t:0p ~exp(tA).

Remark 10. Since the integral curves remain on the fiber, fundamental vector fields are
vertical.

The interesting fact about these vector fields is that for each p € P they give a linear
isomorphism with the vertical subspaces:

Note that (dRy),A;, = (Adg-1A);.,. Indeed,

« d d
(dRg)pAy = — | Bylp-eap(td)) = —|  p-exp(tA)g
t=0 t=0
_ 4 “lexp(tA)g = (Ady-1 A);
=t (p-9)-g exp(tA)g = (Adg-1A),,.

As we mentioned above, the second definition of a connection follows from the first one
by taking the projection of tangent vectors to its vertical component with respect to the
chosen distribution. Then we assign the corresponding element in g via the isomorphism
op, S0 we obtain a 1-form w on P with values in g called the associated connection form.
This 1-form satisfies the following properties:

o w(A*) = Aforall A€ g,

o (Ryw)(X) = Ady1w(X), for all g € G, X € X(P).

On the other hand, if we consider a 1-form w on P with values in g satisfying the
above properties, we can take

H,={veT,P:w) =0},

which defines a distribution on P satisfying the properties of the first definition of con-
nection. Therefore, instead of referring to w as the 1-form associated to the connection,
we will also call w a connection.

12



Definition 22 (Connection 2). A connection w on P is a 1-form on P taking values in
g which satisfies

o w(A*)=A forall A€ g,

o (Ryw)(X) = Ady—w(X), for all g € G, X € X(P).

Let us see the equivalence between the two defintions with a little more detail:

Proposition 3. The two previous definitions of connection are equivalent.

Proof. Let H be a distribution satisfying the properties of the first definition. We define
a 1-form on T'P with values in g as

w: TP — g
v o — A,

where v € T, P and Aj, = v". Since Aj is vertical, the first property is satisfied (recall that
w is just the vertical projection composed with the isomorphism o, D). Now we check the
second property. Let v € T,,P, then

Ryw(v) = w(dRy(v)) = w(dRy(v" + o)) = w(dRy(v?)) + w(dR,(v"))

— w(dRyA%) = w((Ady-14)5,) = Adyr A = Adyr (w(A%)),

where we are using the second property of the first definition ((dR,),(v") is horizontal),
the property of fundamental vector fields we mentioned above and the first property of
the second definition.

Now, if w is a 1-form on P with values in g satisfying the properties of the second
definition, define H, = {v € T,P : w(v) = 0}. Then T,P = V,P & H,, for w : T,P —
g = V, P is surjective, because of the first property. To see the second property we use
the following equalities:

w((dRy)pv) = Ryw(v) = Adg-1w(v),
where v € T,P. Ad,-1 is an isomorphism and therefore w(v) = 0 < Ad,-1w(v) = 0 &
w((dRg)pv) = 0, that is, we have Hp., = (dRy),(Hp).

Note that if we start with the distribution, define the associated 1-form and then take
the null spaces then we recover the original distribution. U

Now assume that a connection H on P is given, according to the first definition.
Then (dr), : T,P — Ty M gives an isomorphism between H, and Ty M, so each
vector v € T, M can be assigned a unique vector on T, P for each p € 7—!(x) via these
isomorphisms. Given a vector field X € X(M), let us consider the vector field on P
defined in this manner:

Definition 23 (Horizontal lift). Given a principal fiber bundle (P, m, M,G), a connection
on it and a vector field X € X(M), the horizontal lift X* of X is defined as the only
horizontal vector field on P such that

(dm)pX, = Xy, for allp € P.

13



Note that the horizontal lift X* is G-invariant, that is,
(dRg)pX, = X, forallg € G,p € P,

because of the G-invariance of the connection.
Remark 11. Any horizontal vector field Y on P which is G-invariant is the horizontal
lift of a vector field X on M, namely X = dn(Y), which means X, = (dr),Y, for an
arbitrary p € 77!(q) and which is well-defined because of the G-invariance.

Now we give some properties of horizontal lifts and fundamental vector fields:
Proposition 4. Let X,Y € X(M), f € F(M) and A, B € g. We have

e (X+Y) =X*+Y"
(f

X)* = f*X*, where f* = fom,

[X,Y]* = [X*,Y*|" (recall that - denotes the horizontal projection), so in general
[X*, Y™ is not horizontal,

if X is horizontal, then [X, A*] is also horizontal,

o [A, B = [A*, BY].

Proof. For the first three properties apply dm to both sides. For example, the third
property follows from

dre[X*, V)" = drn[X*,Y*] = [dr X", dnY*] = [X, Y.

For the fourth property just write the Lie bracket as the Lie derivative

d X X
[A*, ]p_%*)o( ¢ )¢t p)(t ot (p )) P

)

where gzb(t p) is the flow of the vector field A*, that is, ¢(p,t) = p-exp(tA), and therefore
¢t = Regpra)- Then dp_y = dR_ppa), 50 (dp—t)g,(p)(Xg,(p)) is horizontal and also
[A%, X]p.

For the fifth property we use [0,4,0,B] = 0,([A, B]) which follows again from the
expression of the Lie bracket as the Lie derivative and the fact that o, is an isomorphism:

(d9—1) 41 (p) 760 (0) B — 9B Ii (AR —cap(t4)) g1 () B () — opB

v onB) = ) t - t
_ iy Ao BV ) eapan ~ 0B L Opeapea) (ceapta) Adeapea) B — 0pB
t—0 t t—0 t
Ad€$ tA B - B
=l =l B

for Adeypia)B = dR_cppa)dLegpa)B = dR_czpa)B (here Ry and L, denote right and
left multiplication on the Lie group). Then

(A3, By] = 0,4, 0,B) = 0,(IA, B]) = [A, B,

14



Remark 12. Note that in general if f,g € F(P) then fX*+¢gY™* will not be a horizontal
lift, although it is a horizontal vector field, since it will not necessarily be G-invariant.
For example, if the two vector fields are independent then fX*+ gY™ will be G-invariant
if and only if f = fom and g = o for some f,§ € F(M) (that is, f = f* and g = §*
with the notation in the second property).

Using the connection we can define an alternative way to derive r-forms to the exterior
derivative, namely the exterior covariant derivative. First we introduce some particular
types of r-forms:

Definition 24. Let ¢ be an r-form on P taking values in a vector space V of finite
dimension on which G acts on the left. We say that ¢ is

e horizontal, if

o(X1,...,X,) =0 whenever X; is vertical for some 1,

e pseudotensorial, if
Rio(p) =g~ o(p),

where we are using the notation - for the action of G on V, and

o tensorial, if it is pseudotensorial and horizontal.

If p denotes the action on V' then we say that the pseudotensorial or tensorial form is
of type (p,V).

Remark 13. The connection form w is pseudotensorial of type (Ad, g).

Definition 25 (Exterior covariant derivative). Let ¢ be an r-form on P. The exterior
covariant derivative Do of ¢ is the (r 4+ 1)-form defined as

D(,O(X1, cee 7X7‘+1) = d%@(X{L, SRR le}+1)7

where X1,..., X411 € X(P).

If we want to put emphasis on the connection w we will write D = d".

Proposition 5. Let ¢ be a pseudotensorial r-form on P of type (p, V). Then

e dy is a pseudotensorial (r + 1)-form of type (p, V),

e oy, is a tensorial r-form of type (p, V'), where my, is the projection to the horizontal
space given by the connection,

e Dy is a tensorial (r + 1)-form of type (p, V).

Definition 26 (Curvature form). The curvature form ) is the exterior covariant deriva-
tive of the connection form w, that is,

Q= Dw.
The curvature form is therefore a tensorial 2-form of type (Ad, g).
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Proposition 6. A connection (as a distribution) is integrable in the sense of Frobenius
if and only if its curvature vanishes.

Proof. Since
QX,Y) = dw(X", Y") = X (w(¥") = Y (w(X") — w([X", V) = —w([X",Y"]),

we have
Q =0« [X",Y"] is horizontal,

that is,
) = 0 < the distribution H is involutive .

Furthermore H can be locally generated by dim(M) vector fields, that is, H is differen-
tiable. Hence, by Frobenius theorem, we get that H is integrable if and only if Q = 0.
O

Proposition 7 (Structure equation). If w is a connection on a principal fiber bundle and
Q is its curvature form, then
Q= dw + [w,w],

where by definition, [w,w](X,Y) = [w(X),w(Y)].

Remark 14. In coordinates, if a = a?d:nj ® By is a 1-form with values in g ({Ba}, is a
basis of g), then
[a,a] = ajofafda:j A dz* & [Ba, Bg).

In order to prove proposition 7, just do the calcuations separating the cases when both
vector fields are horizontal, when both are vertical and when one is horizontal and the
other one is vertical. Some of the properties of proposition 4 are used.

Proposition 8. If ¢ is a tensorial 1-form of type (Ad,g) then
dp =dp+wAp,

where w A (X, Y) = [w(X), p(Y)] — [w(¥), p(X)].

A proof is given in [6].

Remark 15. The connection form is not tensorial, so there is no contradiction with the
structure equation.

Remark 16. In fact the formula d“a = da + w A « is also valid for a tensorial k-form «
of type (Ad, g), taking into account all permutations in the definition of w A a.

Proposition 9 (Bianchi identity). Let Q be the curvature form of a connection. Then

DQ =0.

For the proof take the exterior derivative on the structure equation and see that the
resulting 3-form vanishes when applied to three horizontal vectors.

Remark 17. In general it is not true that D? = 0, in fact D?(-) = Q A -.
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We will now study another side of the connection, namely the parallel transport and
covariant derivative, which provides a way to derive sections of a vector bundle using the
connection.

Definition 27. Let P be a principal fiber bundle with a connection. A smooth curve
on P is called horizontal if its tangent vectors are horizontal with respect to the given
connection.

Proposition 10. Let (P,m,M,G) be a principal fiber bundle with a connection and let
a :[0,1] — M be a smooth curve in M. Then for each p € m1(a(0)) there exists a
unique horizontal curve ay, : [0,1] — P in P such that a;(0) = p and 7(a*(t)) = a(t)
for allt € [0,1]. We call o™ the horizontal lift of c.

See [6] for a proof.

The horizontal lift o* induces a diffeomorphism between 7=!(a(0)) and 7= 1(a(1)),
called parallel transport:

In fact, the horizontal lift of the curve induces a diffeomorphism between 7~!(a(s)) and
71 (a(t)) for all s,t € [0,1], denoted by cs;. Note that the parallel transport commutes
with the group action.

For each associated bundle to P we can define a notion of horizontality from the
connection on the original bundle. Since the associated bundle is not necessarily principal
we need to adapt the definition of connection:

Definition 28 (Ehresmann connection). An Ehresmann connection A on a fiber bundle
m:E — M is a 1-form on E taking values in the vertical subbundle, that is,

Ay T, E — V,E, forallpe E
and satisfying also Ap(vp) = vp for all v, € V,E.
Remark 18. Note that in the particular case of a principal bundle, an Ehresmann con-

nection and a connection take values in different spaces.

An Ehresmann connection can also be defined as a horizontal distribution as in the case
of connections but without the condition concerning the action of the structure group.

Given a connection H on the principal fiber bundle P, we can define an Ehresmann
connection on E' = P xg F' by H, ¢y = d§(H)p), where

¢ P — E
p — [(®9]

In this case we have an analogous result to proposition 10 and can define the parallel
transport.

If the associated bundle F is a vector bundle, the parallel transport is an isomorphism
and provides a way to define the derivative of a section, a covariant derivative. Let
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s € I'(E), and denote by &(t) the tangent vector of o at ¢. Then the covariant derivative
of s at «(t) in the direction of &(t) is given by the formula

Vats = im 1 (ol y(s(alt + 1) — s(a()).

If X € X(M), we can define the covariant derivative Vxs taking the integral curves
of X in the above definition. Vxs is a section of F defined by

Vxs(z) = Vap)s
where « is an integral curve of X, with a(t) = = and &(t) = X,.
In general a covariant derivative in a vector bundle (E, 7, M) is a map

V: X(M)xT(E) — T(F)
(X,s) — Vxs

satisfying the following properties:

e Vxiys=Vxs+ Vys,

o Vx(s+1t)=Vxs+ Vxt,
o Vixs= fVxs,

o Vx(fs)=X(f)s+ fVxs,

forall X, Y € X(M), f € F(M),s,s e ['(E).

If the associated bundle is a vector bundle, then we can relate the covariant derivative
defined by the parallel transport in the associated bundle with the exterior covariant
derivative in the original bundle. This relation is given by the following result:

Proposition 11. Let (P,m, M,G) be a principal fiber bundle with a connection and let
(E,p,M,V) be an associated vector bundle with an induced connection. LetY € T,P,
X € TrpyM with dn(Y) = X. Let s be a section of E and f : P — V be the smooth

map defined by f(p) = p~'s(n(p)), where

p: vV — Eﬂ(p)
& — [(p¢)]

s an isomorphism. Then we get
Vxs =p(Df(Y)).

Now let (2%, %%) be adapted coordinates on a fiber bundle E — M. Locally we can
define an Ehresmann connection by giving the horizontal lift:

0 0 0
. - —I¢ —
o oz i(z.9) oy’

where I’ depend both on z* and y.

In the case of a vector bundle, if there exist smooth maps I'{; € F(M) such that
Ii(z,y) = Iy (x)y’ then we say that the connection is linear. In this case a covariant
derivative is another alternative definition of connection, for we have
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Theorem 2. There is a bijection between linear connections and covariant derivatives in
a vector bundle (E,m, M).

See chapter 3 of [6].

Example 4. For the tangent bundle TM — M, sections are vector fields on M, so a
covariant derivative (linear connection) is a map
V: X(M)xX(M) — X(M)
(X,Y) — VxY
satisfying the corresponding properties which coincide with the usual definition of affine

connection on M from Riemannian geometry. In this case the coefficients of the connection
coincide with the Christoffel symbols.

In the case of a principal connection there is locally a basis of the vertical space such
that we can write the horizontal lift with coefficients depending only on the coordinates
(2%) of the base space. Let {Bi,..., By} be a basis of g and let 7~ 1(U) 2 U x G be a
local trivialisation of P. We define the following vector fields on 71 (U):

d

(Ba)p T o (z,exp(tBa) - 9),

where p = (z,9) € U x G = 771(U). These vector fields are clearly vertical and give
a basis for each vertical subspace. In contrast with the fundamental vector fields they
depend on the trivialisation, but have the advantage of being G-invariant, that is,

(ng)p(Ba)p = (Ba)p-g'

Recall that this was not true for fundamental vector fields, for they satisfied (dRy)B* =
(Ad, B)*.

We write the local expression of the horizontal lift given by the G-invariant vertical

vector fields B, as
0 0 .
— ) — = —T¢ B, .
(3). = (55),,, ~ T Bodes

If w denotes the connection form (with values in V P) then the G-invariance of B, gives

. ((a@)(m) — w0 (T2 1) (Ba) ) = B (T2, 98) (B) o)) -

o(2) o () )= (o () ),
L2/ (x,gh) L/ (2,9) L7/ (2.9)

we also have

Since

ARy (T4, 9) (Ba)ieg) ) = B (T2 0)(Ba) o)

and hence
I'Y(z,g9) =T¢(z,gh), for all h € G.

Then we can write the horizontal lift as
0 L 0
oxt ot '

with T¢ € F(U).
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2.4 Jet bundles

The idea of jet bundles is to put together all local sections of a given fiber bundle having
the same Taylor expansion of first order at a point, that is,

Definition 29 (1-jet of a section). Given a fiber bundle m : E — M and a point x € M,

we say that two local sections s,s' € T'y(E) belong to the same equivalence class jls if
s(x) = §'(x) and (ds), = (ds'),. We call jls the 1-jet of s at x.

1-jets can also be viewed as a generalisation of the concept of tangent vector, which
is what we get if we consider the trivial bundle 7 : R x  — R for some differentiable
manifold ). The sections of this bundle can be identified with smooth curves on @,
and 1-jets of sections will be equivalence classes of smooth curves on @) with the same
differential at a point, that is, tangent vectors at a point.

It can be shown that this set of equivalence classes is a manifold and that respective
projections to the total space and the base space give rise to fiber bundles. A thorough
study on jet bundles is given in [9].

Definition 30 (First jet manifold). Let 7 : E — M be a fiber bundle. The set of all
1-jets
{jrs:x € M,s € ,(E)}

is called the first jet manifold of E and is denoted by J'E. The projection of J'E onto
the total space
71,0 - JlE — E
jls — s(a)
will be called the target projection. The notation indicates that the projection goes from
the first jet manifold to E, which would be the 0-jet manifold. Higher order jet manifolds
can be defined and corresponding projections can be written as m 1. The projection onto
the base space
m: J'E — M
jls — x
is called the source projection (corresponding Ty, source projections for higher orders are
also defined).

An atlas on J'E can be defined from an atlas on F in a way analogous to how an atlas
on M induced an atlas on T'M.

Let us give coordinates on J'E. If (2%, y%) are local adapted coordinates on E, then
(z',y*, y5") with 2*(jgs) = 2" (z) = 2*(s(2)), y*(jzs) := y*(s(x)) and

st o= 2 20)
(2 x 8:1;1 -

are local adapted coordinates on J'E — E. Note that if (z,y®) are coordinates on

an open subset U C E then the coordinates defined on J'E are valid for jls such that

s(z) e U.

Now we want to see that the first jet manifold is indeed a manifold. We will not prove
this result in detail, but it can be found in [9]. An outline of the proof would be as follows:

Lemma 1. If two local coordinate systems u = (z°,y*,y®) and v = (zj,tﬁ,tf) on J'E

1

have overlappig domains then the composition v ou™" is smooth.
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Lemma 2. The source and target projections are smooth submersions.

Lemma 3. m19:J LE — E admits local affine trivialisations around any point.

Finally applying theorem 1 we get that the first jet manifold J!E is a manifold, namely
the total space of the now fiber bundle m g : J'E — E.

In fact we have

Proposition 12. The jet bundle m o : J'E — E is an affine bundle modelled on the
vector bundle T*M @ VE (formally we should write 7*(T*M) @ VE).

Consider (J'E), the fiber of w1 : J'E — E over y € E. Take jls, jls' € (J'E),,
where necessarily « = 7(y) and s(z) = §'(z) = y. Then v € T, M can be lifted to T, F in
two different ways according to each of the 1-jets and the difference is a vertical vector.
We can define the difference jls — jls’ to be the co-vector that sends v to this vertical
vector and so obtain that the fiber (J!E), is modelled on T M @V, E and J'E is modelled
on T*M ® V E, that is, on the fiber bundle of 1-forms on M with values in V E.

Note that the same is not valid for m; : J'E — M since vectors on M would not
necessarily be lifted to the same tangent space on E when considering the horizontal spaces
determined by jets in the same fiber. Then we cannot take the difference. Nevertheless,
we have the following proposition:

Proposition 13. 7 : J'E — M s a fiber bundle.

This result follows from the fact that m = 7 o w1, that is, 7 is a composite fiber
bundle. See [4] or [5].
Remark 19. Note that a 1-jet j.s is a choice of horizontal space at s(z). Therefore, given
a section of 71 g we obtain an Ehresmann connection on E, taking H,(,) = Im(ds).

Let us see a couple of useful examples:

Example 5. Let pr; : M x R — M be a trivial fiber bundle. The first jet manifold
JY(M x R) is canonically diffeomorphic to T*M x R via the map

JY M xR) — T*MxR
Jas — ((ds)a, $(x)),

where if s is a local section of M x R, then § = pry o s is a smooth map on some open
subset of M. Note that in this case the condition of first jet equivalence can be rewritten
as jls = jls' if 5(x) = s/(x) and (d3), = (ds)s, where s, s’ € T'(M x R), for prios is the
identity map on its domain. Therefore the map is well-defined and injective. Note that
it is also surjective and that its local expression is just a swap of coordinates:

(xia Y, yz) — (xia Yi, y)a
so we get that it is a diffeomorphism.

Example 6. Let pry : R x M — R be a trivial fiber bundle. The first jet manifold
JY(R x M) is canonically diffeomorphic to R x T'M via the map

JH R x M) — R x TM
jls —  (z, %|t:xpr2 o s(t)).
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Remark 20. Note that in both examples the first jet manifold is a vector bundle. In
fact one can strengthen proposition 12 and get that if the fiber bundle £ — M is trivial,
via a diffeomorphism @, then w1 : J lE — E is a vector bundle. In order to get this,
a global section of 7 o is defined, determining a zero for each affine fiber. This global
section is given by z(a) = j}r(a)sa, where a € E and s, is the section of E defined by

sq(x) = &7 (z, pro(®(a))).

We now introduce the concepts of prolongation of a section and prolongation of a
morphism to the first jet manifold.

Definition 31 (Prolongation of a section). Let m : E — M be a fiber bundle and let
s € Ty (m) be a local section defined on W C M. We define the prolongation of s to the

first jet manifold as
gjls: W — J'E
r — jls(z) = jls.

Remark 21. Note that the following diagram is commutative:

ust FE jls

In particular we have that j's is a section of 7y, for 71 o jls(z) = m1(jls) = =, and that
m00jls(x) = mo(jis) = s(x).

Remark 22. There are sections of J'E — M which are not the prolongation of a
section of £ — M. If we have local coordinates (z*,y*,y{) on J LE, alocal section s of
J'E — M can be written as

(z%) — (z',5% s

%

where no relation between s and s is assumed. If s happens to be the prolongation of
a section of E — M then the expression of s in coordinates is

. .yt
() — (xl,sa, ;ﬁ) :
Remark 23. If ¢ is a local section of JIE — M, then ¢ satisfies j!(m o) = o if

and only if 9 is the prolongation of some section of £ — M.

Definition 32 (Prolongation of a bundle morphism). Let 7 : E — M and 7’ : E' — M’
be fiber bundles and let (F, f) be a bundle morphism between E and E' such that f is a
diffeomorphism. The 1-jet prolongation of (F, f) is defined as
jiF: J'E — JUE'
Jas = Jp(FosofTh).
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See the following diagram:

J'E JLE'
Trlol \Lﬂ’w
E—L g
3<7Ti \LﬂB Fosof 1
M—L

Remark 24. Given jls = jls’, we have j1F(jls) = j1F(jls’), that is, the prolongation
of a morphism is well-defined, since the conditions F oso f~!(f(z)) = Fos' o f~1(f(z))
8(Fosof‘1) _ 8(Fos/o_f_1)

o - depend on the values and first derivatives of s and

x

and

s’, which coincide.

Remark 25. The definition of prolongation of a bundle morphism is a generalisation
of the definition of prolongation of a section, which is the prolongation of the bundle
morphism (s,idys) between (M, idy, M) and (E,m, M):
jts
M——=J'E
id g J{m,o

M ———

E
id]y[ \Lﬂ'
idpg

M —— M.

Proposition 14. The pairs (j1F, F) and (j'F, f) are bundle morphisms between w19 and
o, and between w1 and T respectively.

Proof. We have to check that the diagram

S g

ﬂ'ml inio

F /
E )

wi f iﬂ

M———M

commutes, and to that end it is enough to check that

S g
Wlol iﬂ'io
E—r g

commutes, which follows easily:
T 0§ F(jys) = mio(f) (F o s0 /1) = Foso [ (f(2)) = Fos(z) = F o mo(js).

O
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Proposition 15. Let " : E”" — M" be another fiber bundle and (G, g) a bundle mor-
phism between 7' and 7" with g a diffeomorphism. Then we have j1(Go F) = j'G o j'F.
Moreover jlidg = id 1 g.

Proof. Just write the definitions. O

If (27,9 ,tf ) are coordinates in J'E', then using the chain rule we get that the local

f(az)) '

Therefore we have that the morphism j!F restricted to each fiber is affine for its local
expression is

expression of j1F is written as

OFP
ox’

o OFP
Yi 8y°‘

i, J B
(=", y ,yz)%<F,F < 5

> oty

T

OFP
f@ 9Y°

N OF”

af )

oz

a1y
ozJ

i
f(x)

T

Note that conditions on the last set of coordinates are imposed, so we get again that
not every bundle morphism between jet bundles will be a prolongation.

Let X be a projectable vector field on F, that is, there exists a vector field Y € X(M)
such that dm(X) =Y, that is, such that the diagram

E—X.TE

1

M—YsTM
commutes. Then the flow of X, {®;}, ., are bundle morphisms and its prolongations
to the first jet manifold { jlfbt} +cp are the flow for a vector field on J LE which will we
called the prolongation of X and denoted by j'X. A projectable vector field is written
in coordinates as 5 9

ai
ozt Y oy’

X=f

where f = fi(27) and ¢g® = ¢g*(z%,v?).
If we locally write ®; = (¢, ®%) for the flow of X, and then ¥; = (®*) for the flow of
Y, the prolongation of ®; to J'E is given by
\I/t(ac)>

) . 0P«
(7,7, y)) — (‘Iﬂ,@“, <
Then taking derivatives with respect to ¢ we get that the expression of j'X in coordi-

ozl |, +
nates is 5 5 ofi 5
@ «a j
1y — i 9 a g . 9 .8 _ o) 2
J f ox? +g oy~ <8ac’ + oyP Vi T ggiYi oy

5 OB
y.
J 8yﬁ

oW, )
- oxt

Now let us define a 1-form on J'E with values in V E which is useful to distinguish
which sections and vector fields on J'E come from sections and vector fields on E and
which do not. It is called the contact structure and it is defined as

O(v) = dmy0(v) — ds(dm1(v)) € Vi) E,
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where v € Tj1,(J LE). The expression in coordinates is given by

O = (dy —yidac)@)a—ya.

Proposition 16. Let m: E — M be a fiber bundle and 5 a section of J'E — M. We
have that 5 = j's for some section s of E — M if and only if 0 = 0.

Proof. We write the section 5 in coordinates as 5(2*) = (2, 5%, 5%), where §* = y® 05 and
58 =y o 5 as usual. Then

S*@:(dsa—sladl’z)@aiaz<gild.’lfz—8?d$2>®aya
and
. os* . 4 . _
8®:O@ai:si@3:j3w1th3:7r17gos.
T

O

The contact structure also characterizes which bundle morphisms defined on the jet
bundle are prolongations:

Theorem 3. Let 7 : E — M and ©’ : E' — M’ be fiber bundles and let (F, f) be
a bundle morphism between m : J'E — M and 7w} : J'E' — M’ such that f is
a diffeomorphism. Then dF (ker(©r)) C ker(©.) if and only if F is the prolongation
of a bundle morphism (fo, f) between E and E', where ©, and O, denote the contact
structures on J'E and J'E' respectively.

See [9] for a proof.

Remark 26. In [9] it is shown that the pull-back bundle 77 ;(T'E) has a canonical de-
composition

T o(TE) =mo(VE)® H,
and then the contact structure can be defined as
prio(dmo,Tpg): TJ'E — T o(VE),
where
(dmio,Tpg) v e Tj;leE — (dm,g(v),j;s) € o(TE)

and pry is the projection onto the first factor with respect to the above decomposition.
Recall that 77 ,(TE) C TE X JYE, so it is intuitively clear that the element jls in
(v,jls) € WiO(TE) provides a way to decompose v € T;)E into a vertical and a hori-
zontal component. If prio(dm o, Tjip) v € Tj%leE — (w, jks), with w € Vi(x)E, then
w = O(v).

Finally we state how the contact structure characterizes the prolongued vector fields
(see [9] again). First we need the following definition:

Definition 33 (Infinitesimal symetry). We say that a vector field X on J'E is an in-
finitesimal symmetry if it satisfies that for every vector field Y € Ker(0), also [X,Y] €
Ker(©).

Proposition 17. Let X be a projectable vector field on J'E with respect to mT1,0. X 48
an infinitesimal symmetry if and only if X is the prolongation of a vector field on E.
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2.5 Bundles of connections
Let m : P — M be a principal bundle. We can define a bundle (the bundle of connections)
whose sections will be the connections on P. See [2] or [4].

Let p € P with 7(p) = x. The short sequence

0—VPSTP 2 T —5 0

is exact (recall that 7 is a submersion).

A splitting h of this sequence, that is, a map h : TM — TP satisfying dmoh = Idry,
gives a connection on P; we take h(T5,) M) as the horizontal subspace in T),P and then
apply dR, for each g € G to define the horizontal distribution at each point of the fiber
of z. Alternatively we can consider the sequence

0— VP/G <5 TP/G "™ TM — 0,

where the action of G is given by dR,, and then a splitting gives us directly a connection
on P. This sequence is called the Atiyah sequence.

Remark 27. Note that V P/G = g. We already said that, for A € gand p € P, A —— A7
gives an isomorphism and, since (Ad,-14);., = dRy(A}), the map

g — VP/G
[(p, )] —  [A7]

is well-defined (recall that [(p, A)] = [(p- g, Ad,-1A)] and that A} and dRy(A}) represent
the same class in VP/G).

The following definition is the one given in [2]:

Definition 34. The bundle of connections of m: P — M is the fiber bundle with total
space

C(P)={) s : TuxM — (TP/G)y : Ay is linear and dmw o Ay = Idp, pr,x € M}
and projection

p: C(P)

— M
Az — .

A section of the bundle of connections gives a splitting of the above sequence and
therefore a connection on P.

For each x € M,
C(P)y ={NeT;M®(TP/G)y :droX=Idr,n}
is an affine subspace of T) M ® (T P/G), modelled on the vector space
INETIM @ (TP/G)y:drod=0} 2 {NeTiM®4§,},

where we are using the above isomorphism between (V P/G) and g. Therefore, the bundle
of connections C'(P) is an affine bundle, an affine subbundle of T*M ® (T'P/G), modelled

on the vector bundle T*M @ g — M.
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Recall that the first jet bundle J'P was an affine bundle modelled on the vector
bundle T*M ® VE. If we consider the action of G on J!P given by jls = j;(Rg 0 s),
that is, the action given by the first jet prolongation j 1Rg of (Ry, Idyr), then we get that
J'P/G — P/G is a fiber bundle diffeomorphic to C(P) — M.

We said in the previous subsection that a section of J'P — P gave an Ehresmann
connection on P. Then a section of J'P/G — P/G = M gives a G-invariant Ehresmann
connection, that is, a principal connection. We could as well have taken J'P/G — M
as the definition of the bundle of connections and a section of it as the definition of a
principal connection, as in [4].

Example 7. If P = M X G is a trivial bundle, then C(P) = T*M ® g, for we can take
a gobal section of P and define a corresponding zero connection. In fact, we already
saw in remark 20 that J!P can be identified with 7*M ® VP in this case, and then
C(P) = J'P/G with T*M ® g. We will use this later, in the fourth section. Note that
since P is trivial, the adjoint bundle must be trivial too and then C(P) can be thought
of as T*M ® g.

Now we introduce coordinates in the bundle of connections. Let {Bj,...,B,} be a
basis of g and let 771 (U) = U xG be a local trivialisation of P, so that we can construct the
vector fields By, . .., B, introduced in section 2.3. The fibers of the bundle of connections
over U can be thought of as T, M ® g and for each A € C(P), with z € U we can write

A = A%z’ ® B,. Coordinates (x?, A?) give a local trivialisation of C(P).

Remark 28. If A(x) € T'(C(P)) is a connection on P with horizontal lift given locally
by

0 0 -
oz an I7 (%) Bas

then A$(A(z)) =TI'¢(z).

3 Geometric variational calculus

3.1 Geometric Mechanics

Here we give a brief introduction to the Lagrangian and Hamiltonian formalisms in Me-
chanics and refer the reader to [7] for a detailed exposition. We start with the Lagrangian
formalism.

Let @ be a differentiable manifold which represents the space where particles move;
it is called the configuration space. In order to model how particles move we consider
the tangent bundle T'Q), that is, positions and velocities. Now to describe the evolution
of a system we want to define a vector field on T'Q) whose integral curves will be the
trajectories of particles on TQ). We denote by (q*, ¢%) the local coordinates on T'Q.

In this context a Lagrangian is a smooth map L : T'QQ — R. Generally L is given by
the difference between kinetic and potential energy.

Consider the space of all C? curves on ) with fixed endpoints:
C*(qo,q1,[a,b]) = {c :[a,b] — Q : ¢ € C¥([a,b]), c(a) = qo and ¢(b) = q1}
and the functional

S: C*qo,q1,[a,b]) — R
B — [P L(c(t), é(t))dt.

a
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Hamilton’s variational principle states that a curve ¢ € C2(qo,q1,[a,b]) describes the
evolution of the system defined by the Lagrangian L if and only if ¢ is a critical point of
the functional S, meaning that

d

b
4 /aL(cE(t),c'E(t))dtZO,

e=0
for all variations c. € C*(qo, g1, [a, b]) of c.

This condition is equivalent to

/b oL d
o \9¢" de

using the chain rule, and to

[y
o \9¢t dt \ 9¢ de

using integration by parts in the second addend and the fact that

a4
de

OL d d

() + o
DT 5 de

ce(t)> dt =0,
e=0

ce(a) d

= — «(b) = 0.
e=0 de C()

e=0

Since we are considering all variations of ¢, we get the Euler-Lagrange equations:

OL _ d (9L 0 92L d¢f 9L dij_‘_aL
g dt \ 8¢* LN 0¢704¢" dt T 0q79gt dt g’
i dqt i dg
¢ — G 0 ¢ = T

0L
87 D¢’

If the Lagrangian is regular, that is, det ( ) # 0, then we can write

i o dg

{‘gt = F(d",q"),
T = @

and the Euler-Lagrange equations define a second order differential equation on Q:
d?c(t) de(t)
=F|c(t :
dt <C( )

For the Hamiltonian formalism we work on 7@ instead of T'QQ. We define a Hamil-
tonian to be a smooth map H : T*Q — R and denote by (q¢’,p;) the coordinates on
Q.

In T* (@) we can define a vector field from the Hamiltonian using the canonical symplectic

form © on T*Q (in coordinates Q = dq* A dp;), namely the vector field Xy € X(T*Q)
such that

ixy, Q= dH.

The equations associated to this vector field, that is, 2 = Xp(z), are called Hamilton’s
equations. In coordinates they are

dg* OH
dt op;

dp* _ _9H
. oq* "
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Given a Lagrangian L, we can relate both viewpoints through the Legendre transfor-
mation FL : T(Q) — T*(Q defined by

d

BLE)w) = |

L(v + sw),

i, L)
b aql

The condition we used to define a regular Lagrangian is equivalent to FL being locally
a diffeomorphism. If FL is a global diffeomorphism then we say that the Lagrangian L is
hyperregular.

where v, w € T,Q. The expression in coordinates is (¢, ¢*) — (q

The following result states that, under some circumstances, Euler-Lagrange equations
and Hamilton’s equations are equivalent:

Proposition 18. Let L be a hyperregular Lagrangian and define an associated Hamilto-
nian H = EoFL™! € F(T*Q), where

E: TQ —s R
v+ FL(v)(v) — L(v)

1s called the energy of L. If Z is the vector field on T'Q) associated to the Lagrangian L
and X is the vector field on T*Q associated to the Hamiltonian H, then

XgolFL =Z.

If ¢(t) and d(t) are integral curves of Z and Xp respectively such that FL(c(0)) = d(0),
then FL(c(t)) = d(t) and they project to the same curve on the base space @, that is

Tq(c(t) = 75 (d(t)).
Remark 29. If we consider the pull-back form Q7 = FL*Q on T'Q), then the vector field
Z € X(TQ) in the above proposition is the unique vector field on T'Q) such that

iz, =dFE

(writing Q7 in coordinates shows that it is nondegenerate if and only if L is regular). It
is denoted by Xg.

3.2 Field theories

In this section we introduce the Lagrangian formalism for an arbitrary bundle £ — M
(in contrast with @ x R — R). The role of the tangent bundle will be played by the first
jet bundle:

Definition 35 (Lagrangian density). Let (E, 7, M) be a fiber bundle with M orientable
and compact. A Lagrangian density is a bundle morphism
n
L:J'E— \T*M.
If a volume form v is given on M then we can write £L = Lv, where L € F(J'E).

Now consider the functional
S: I'(EF) — R
S — fMEOjls:fM(Lojls)v,

where s is a section of £ — M. We want to minimize this functional in the following
sense:
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Definition 36. A section s of E — M is said to be an extremal of L if

d 1 B
i /M (L 0] (st)) v =0,

dt

for all variations of s, where a variation of s is a smooth map

MxR — E
(x,t) +—— s(z,t) = s¢(x)

such that so(x) = s(z) for all z € M.

Proposition 19. A section s of E —> M is extremal if and only if the FEuler-Lagrange
equations

oL 0 (0L

—ojls——[(=—=ojls)=0

oy~ Ox' \ Oy

are satisfied for all o, for adapted coordinates such that v = d"zx.

This is proved by doing analogous calculations to the case of Mechanics in 3.1 and
applying Stokes theorem.

Definition 37 (Poincaré-Cartan form). Given a Lagrangian L, the associated Poincaré-
Cartan form is the n-form on J'E with expression in coordinates given by

L L
0L = a—dyc“ ANd" Lz + (L — iyf‘ d"zx.
oys dy;*

It can be shown that this expression does not depend on the choice of coordinates; an
intrinsic definition is given in the following subsection.

Note that the n-form £ o j's on M can be rewritten in terms of the Poincaré-Cartan

form ©;, as
Loj's=(j's)"Or.

Indeed,
0L 0oL
(j's)*0r = (j's)* (dyo‘ ANd" Lz + (L — y‘-") d"x)
oy ' oy>™*
0L oL
= e ojlts ds® Nd" ta; + (L ojls — s?ayg ojls) d"z = Lojls d"z.
The (n + 1)-form Qp = —dOy, gives another characterization for critical sections:

Proposition 20. A section s of E — M is extremal if and only if
(3'5)"(ix ) =0,

for all vertical vector fields X on J'E (vertical with respect to ).

This result can be shown by direct computation and using proposition 19.

Remark 30. The last proposition implies that the Euler-Lagrange equations are inde-
pendent of the choice of coordinates.
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Example 8. If we consider the trivial bundle R x ) — R for some smooth manifold
Q then J'(R x Q) = R x T'Q and we recover the situation described in 3.1. Note that
we were looking for curves on () that would describe the evolution of a system, that is,
sections of R x  — R.

If we denote by (t,¢', ") coordinates on R x T'Q then the Poincaré-Cartan form is
written as

@Lzaww+(L_aﬂQﬁ:a¢W—EW@mﬁ
04 dq

oL d (LY .
dgt  dt \9¢' )

3.3 Hamiltonian formulation, the polysymplectic bundle and brackets

and Euler-Lagrange equations as

Now we introduce the analogues of the cotangent bundle for arbitrary bundles.

A first attempt to develop the Hamiltonian formalism could be to work on the dual
jet bundle:

Definition 38 (Dual jet bundle). Let m : E — M be an arbitrary fiber bundle. The dual
jet bundle is a fiber bundle over E, (J'E)* — E, with fibers given by the affine duals of
the fibers of the jet bundle J'E — E (which are affine spaces). We will take as affine
dual the set of affine maps taking values in \" T*M.

Given adapted coordinates (¢, %) on the base space F, we define adapted coordinates
on (JYE)* by (2%, y%,pl,p), where if (2%, y%, y¢) are coordinates on the fiber of J'E over
(z',y*) then p!, and p define all possible affine maps on this fiber by

Y — (pLy® + p)dat A - A da™.
One advantage that the dual jet bundle (J'E)* presents is that it can be endowed
with a canonical multisymplectic form. This is accomplished by identifying it with a

subbundle Z of A" T*E, namely the subbundle consisting of all n-covectors that vanish
after contraction by two vertical vectors. The fiber of Z over y € F is given by

n
Zy =1 2 € (/\T*E) D lyipz = 0, for all u,v € VyE
y

Note that the n-covectors that vanish after contraction by two vertical vectors are the
ones that have just one factor dy® or none, so for each z € Z we can write

z=pdz' Ao Adz" —|—pfldy” AdV b
Now we relate Z and (J!E)* through the fiber map

®: Z — (JIE)*
z —  D(z),

where ®(2)(jls) = s*2 € N"T*M and, if z € Z,, then ®(z) € ((JlE)*)y, that is,

s(r) = y. ® is a vector bundle isomorphism. Note that if we write s(z’) = (2%, s5%),
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then s*z = pda" + pids® A d"lz; = pda™ + pé%dmj Ad e = (p + i gij) d"r =

(p+ ply?) d"z, that is, ®(2) is the map y? — (p + pLy?)d"z, so the expression of @ in
coordinates is

(@', 4", Pl p) — (2", 4% Dy D).
In A" T*E we can define a canonical n-form ©, which can be pull-backed to Z and
then to (J'E)*. It is given by
OW)(X1,...,X,) =W(dn(Xy1),...,dn(Xy)),

where W € N"T*E, X1,...,X,, € Tw (N"T*E), 7 : \"T*E — E is the projection,
and so dm : T(\"T*E) — TE.

Now if i : Z < A"T*E denotes the inclusion then (®~1)*i*© gives us a canonical

n-form on (J!E)* which we will also denote by ©. The canonical multisymplectic (n+1)-
form is defined to be 2 = —dO.

In local coordinates one can write
O = pldy® Ad" a4 pd™z,
Q=dy* Ndpl, Nd" 1 a; —dp A d"x.
Now we want a bridge between J'E and (J'E)*. Given a Lagrangian density L :
JYE — A" T*M we can define a fiber bundle morphism as follows:

Definition 39 (Legendre transformation). The Legendre transformation is the bundle
morphism over E defined as

FL: J'E — (J'E)*
Jus  +— FL(jys),

where

. . . d . . )
FL(jr5)(jas') = L(jzs) + = L(jys+ €(jps’ — jis)).
e=0

Remark 31. We define FL to be a gauge bundle morphism over E. This means that the
first n + m coordinates of jls and jls' are equal, so we are taking derivatives only in the
vertical directions and FL is just the first-order vertical Taylor approximation to L.

In coordinates the Legendre transform gives

;  OL
pa - 8:1/?7
oL

=L — a

Remark 32. The dimensions of J'E and (J'E)* are different, so we cannot expect the
Lengendre transformation to be a diffeomorphism.

Remark 33. The n-form F£*O and the (n +1)-form FL*Q on J'E coincide respectively
with the forms Oy and €;, defined in the previous subsection.

We will now introduce an alternative fiber bundle to develop the Hamiltonian formal-
ism which will have the same dimension as J'E:
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Definition 40 (Polysymplectic bundle). Let w : E — M be a fiber bundle. The polysym-
plectic bundle I — E is defined as

II=n"(TM)®p V'E ®p 7" (/\T*M) .

We will usually write
n
N=TMeV*E® \T*M,

but keep in mind that it is a bundle over E. Note that indeed the polysymplectic bundle
has the same dimension as the jet bundle.

Remark 34. The polysymplectic bundle is the linear version of the dual jet bundle. Note
that TM ® V*FE is the dual bundle of T*M ® V E, precisely the vector bundle on which
J'E is modelled. So, instead of taking the bundle with fibers the set of affine maps on
the fibers of J'E, we take the bundle with fibers the set of linear maps on the vector
spaces on which the fibers of J!E are modelled.

Coordinates on IT will be written as (2%, 3%, 72), so that elements in II are written as

0
- Qdy* @ d"x.
8x’®y® T

%
T,

Definition 41 (Linear Legendre transformation). The linear Legendre transformation is
defined as
FL: J'E — 1
jrs = FL(j}s),

where J
FL(Gzs) (W) = 2| L(jps+ew),
e=0
for any w e T"M Q VE.
In coordinates it gives
= 8L‘

Let k : (J'E)* — II denote the bundle morphism which assigns to each affine map
the corresponding linearization. Since we had a canonical (n + 1)-form on (J'E)*, it is
enough to have a section of k : (J!E)* — II in order to write Hamilton equations on II,
so let us define a Hamiltonian system as a pair (I, §) where ¢ is a section of k. Then we
can take the pull-backs of Q2 and © to II, which will be denoted by 25 and ©; respectively,
and write the equation

™ (ixQs) =0,

where X is any vertical vector field on II and 7 is a section of I — M. If the equation
is satisfied then the section 7 is said to be a solution of the Hamiltonian system.

Furthermore, if we have a connection A on F, then one can equivalently define a
Hamiltonian system as a pair (II, H), where H is a smooth map

H:H—>/n\T*M,
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called a Hamiltonian density. We will write H = —Hd"x. To relate both definitions
note that given two sections 61,2 of k : (JIE)* — II, the difference ©5, — O;, is a
Hamiltonian density. Indeed, if we write

§;(at,y*,mh) = (a',y* 7l —Hy,), j=1,2,
then

Qs, — O, = mdy® Ad" ta; — Hs,d"x — ' dy® A d"a; + Hs,d"x = (Hs, — Hs, )d"x.

Now a section of (J'E)* — II can be defined from an Ehresmann connection A :
TE — VEon B — M as

oaly, : TeM@VEQN"T; M — Zy = (J'E);
w®ERd T — (§0 A) Nipdx.

In coordinates we write w = w’ 8‘2“ € =&udy® and w ® € @ d"x = T, (rgi ® dy* @ d"x.
Then i,d"x = w'd” '2; and, if the connection is locally given by

0 L 0 a0
oxt ot Loy’
then A = I'¢dz’ ® % + dy® ® a;%, for A (%) = % and A (821 — P?aga) = 0 implies
o\ _ o)
A(gm) =gy

Hence the local expression of £ o A is
- 0 0
Wdy® o [ Tfda' @ — + dy* @ —
€ Y o( 1 $®8y0‘+ Y ®8ya>
= Eal'fda’ + Eady®
and finally (€ o A) A iy is locally written as

w e Ld s + w'Eody® Nd" a; = 7l DA + 7l dy® A dV .

o

So if we have a Hamiltonian system (II,d) and we have a connection A on E, then
define (II, H) with —Hd"z = H and H = H; — H;, and conversely, given H we can
recover ©5 = O5, +H and O defines 4.

Having a connection A on E and taking the definition of a Hamiltonian system as
(IT, H), we can write Hamilton’s equations as
™ (ixd(©s5, +H)) =0,
where X is a vertical vector field and 7 is a section of II — M.

Remark 35. We can also get a Hamiltonian density ”Hé from a hyperregular Lagrangian
density £, where hyperregular means that FLis a diffeomorphism. We just need to take
§ =FLoFL ' and define H2 = O;5 — O5,. The pair (I, H2) is called the Hamiltonian
system associated to £ and A.

Theorem 4. Let L : J'E — N'"T*M be a hyperreqular Lagrangian. A section s :
M — E is a solution of the variational problem defined by L if and only if the section
7 =FLojl's of 1 — M is a solution of the Hamiltonian system (II, ’HZ‘)
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See [8] for a proof.

Proposition 21. The expression of the equation 7 (ixd(Os, +H)) = 0 in coordinates is

oH e oH omd, or? |
onl, ) . oz - oy~ ) . oxd Oy~

They are called Hamilton-Cartan equations.

Proof. Recall from the calculation above that
05, = m.I¥d"x + ' dy® A d" ta;.
Then ' '
Os, + HA = (miT¥ — H)d"x + n' dy™ A d" Ly

and
;ory OH

> Oye B oy

d(©s, +H") = <7r > dy® A d"x

+ <87Ta ry— 8) dr) Nd"x + gw?dwé Ady® A d"

877% o), e
% ar? aH a m a aH j n j a n—1
:<7r°‘8ya_8ya)dy Nd $+<Fj—8mjl,>d7rfl/\d x+drl Ndy* Nd"

Taking a vertical vector field X = X 7% + X lg% then

IR H
iXd(®5A+”HA)—X“< A > o

Ta oy dyo

: OH : .

+X7 <rg - H) A"z + XIdy® Ad"ra; — Xdnd A dV g,
a

and writing a section s of II — M as (2%, s%, s%) we get

» L[ ore oHN
s*(ixd(0s, + HY)) = X <7Ta oy 8y“>sd x

, 0H : .
+X7 <F? ~3 j) d"x + XZds® Ad" ey — Xdst AN d" g
Ta/ s
L Ore OH : OH 05" 0s),
_ ya % i n j a _ n j n,. _ ya n
=X <7raaya 3y“>sd x+ X! <F] 7Tg)sd x—i—Xa&Ejdx X axjd z.
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Therefore

OH\ _ [ _omh  _; Orf
o), dri e oy |’

OH oy®
— | = -+ T4
<67ré>s (695] M ]>s
)

Remark 36. Note that taking R x () — R and the trivial connection % > 55, We
recover Hamilton’s equations from section 3.1.

O

We will now give some definitions and state some results for which we would like to
write analogues in the Yang-Mills case, where we will not be working in the whole II.

Definition 42 (Horizontal forms). An r-form on (J'E)* is said to be horizontal if it
vanishes after contraction with any vertical vector field with respect to (J'E)* — M.

Definition 43 (Poisson forms). A horizontal r-form F on (J'E)* is said to be Poisson
if there exists an (n —r)-multivector field Xp € T (N"""T(J'E)*) such that ix,Q = dF.

Proposition 22. Every (horizontal) Poisson r-form F on (J'E)* with v > 0 is pro-
jectable to 11, that is, the expression in coordinates does not depend on p.

See [1] for a proof of this result (and also for the following in this section). In the proof
it is seen that a multivector field X such that ¢x{) = dF must be vertical, meaning that
it contains no elements of the form X% (9/9z) A --- A (9/0x").

Proposition 23. Every function F : (J'E)* — R which does not depend on the affine
coordinate, alternatively every function F : 11 — R, is a Poisson 0-form.

Proof. Take
X ——8Fi/\u*+8—F 0 Av; — 8F£/\v*
E= omt gyt gyt dxidp Y
where v* = (9/0z) A -+ A (0/0x™) and v} = ig,iv*. O

Poisson (n — 1)-forms will be of interest for us since they characterize the solutions
of a Hamiltonian system (see proposition 25 below). The local expression of a Poisson
(n — 1)-form F is given by

F=(rtX*+g")d" o + 2,
where X%, g¢ € F(E) and z is a horizontal closed (n — 1)-form on II.
We will see more details later in the Yang-Mills case.

Poisson (n — 1)-forms can be written without using coordinates as
F=0x+7"w+ 2,

where X is a vertical vector field on E — M, 0x is the map
n n—1
Ox Il =7"(TM)QV*E®r* </\T*M> — </\ T*M)
which contracts the vertical form component part with the vertical vector field and then

contracts vectors with n-forms giving (n — 1)-forms, w is a horizontal (n — 1)-form on E
and Z is a closed horizontal (n — 1)-form on II.
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Definition 44 (Poisson bracket). Let F' and H be (horizontal) Poisson forms on (J'E)*
of degrees r and s respectively and Xp and Xy denote associated multivector fields. We
define the Poisson bracket to be the (r + s+ 1 —n)-form

{F.H} = —ix,ix, .
If F'is a (horizontal) Poisson (n — 1)-form and H € F(II) (so that it is a Poisson
O-form) then the local expression for the Poisson bracket is

OF'OH OF'OH
Oy orl Ot Oy’

(F,H} =

Proposition 24. Given an Ehresmann connection A on E — M and a Riemannian
connection on M, there is a canonical connection on I — M with horizontal lift given

by
. ) .
) 0 pad (éhﬂ+%ﬁ_%%>a

oxt ox’ Toyr oy P J’

T

where I'S' are the coefficients of the connection on E and Fé‘k are the Christoffel symbols
of the connection on M.

Proposition 25. A section w of the bundle Il — M is a solution of the Hamiltonian
system (II, A, H) if and only if for every horizontal Poisson (n — 1)-form F we have

{FH}d"zor =d(x*F) — (d"F) o,
where d"F is the horizontal differential of F' with respect to the connection on I given in

the above proposition.

If we have a principal bundle P — M with structure group G, then

H n
5%TM®9*®/\T*M
(recall from the subsection on bundles of connections that the action of G on VP and
TM is given by dR,, and hence VP/G = g and TM/G = TM).
If we ask a (horizontal) Poisson (n — 1)-form F' on II to be G-invariant then
F=0x+7m"w+ 2,

where X is a G-invariant vertical vector field, w is an (n —1)-form on M and Z is a closed
horizontal G-invariant (n — 1)-form on II.

Remark 37. A vector field X € X(P) is G-invariant if and only if its flow ®; is an
automorphism of P for all ¢t € R and it is G-invariant and vertical if and only if its flow
®, is a gauge transformation for all ¢ € R. These last vector fields are called gauge vector
fields and its set is denoted by gauP. Sections of TP/G — M can be identified with
G-invariant vector fields and sections of g =2 VP/G — M with gauge vector fields.

Let f be an (n — 1)-form on II/G which is the projection of a G-invariant (horizontal)
Poisson (n — 1)-form on II. Using the identification gauP = I'(g) we can write

f=bs+m"w+Z

for some & € I'(g), where 0¢ is defined in an analogous way to fx, w is an (n — 1)-form
on M and Z is a closed horizontal (n — 1)-form on II/G.
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Definition 45 (Vertical derivative). The vertical derivative of h € F(II/G) is the fiber
bundle morphism

L TMeg o N'T*M  — T*M®6%®/\"TM
H — m(#)

defined by

gl’jm)m )

de | _g
with p, 7 € T,M @ g @ N"TEM.

Definition 46 (Lie-Poisson brackets). Let f be an (n — 1)-form on II/G which is the
projection of a G-invariant horizontal Poisson (n — 1)-form on II and let h be a function
on II/G. We define the Lie-Poisson brackets on I1/G as

(b =+ (o 6500 ).

where & is the section of § — M such that f = 0 + m*w, p e T,M @ g5 @ N"TiM, [,]
takes the Lie bracket on the corresponding component giving an element in (II/G)% and
(,) 1is the pairing between I1/G and (II/G)*.

Theorem 5. Let (P, m, M,G) be a principal fiber bundle, f an (n—1)-form onI1/G which
is the projection of a G-invariant horizontal Poisson (n — 1)-form on Il and h a function
on II/G. Then

{p*f,p*h}y =p"{f,h},
where p : Il — I1/G is the projection.

Definition 47 (Divergence). Let P — M be a principal fiber bundle with a connection
A and let V' be an associated vector bundle. The divergence with respect to A is defined
to be the only R-linear operator

div? : D(TM @ V) — T(V)

such that
div(X,n) = <divAX, n) + (X, VAn> ,

forall X e T(TM®V) andn € T'(V*), where div is the usual divergence defined on vector
fields and V4 denotes the covariant derivative defined by the connection induced by A on
V*. Here we see VA as VA : T(V*) — T(T*M @V*) rather than VA : X(M)xT(V*) —
Lv™).

Remark 38. The usual divergence of a vector field X € X(M) with respect to an n-form

w € Q" (M) is defined to be the function f = divX such that Lxw = fw; it is a particular
case of the above definition taking £ = M x R.

Theorem 6. Let (P,m, M,G) be a principal fiber bundle with n =dim(M) and v a volume
form on M. Let A be a connection on P — M and H a G-invariant Hamiltonian density
on Il. We write h for the dropped density to I1/G and for each section © of 11 — M we
write u for the reduced section pom.

Then the following assertions are equivalent:
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1. for every horizontal Poisson (n — 1)-form F on II
™ {F,H}v =d(r*F) —d"F o,
2. the section m satisfies the Hamilton-Cartan equations,

3. for every dropped horizontal Poisson (n — 1)-form f onI1/G
pHf Ry o =dpf) —d"fonu,

4. the section u satisfies

A *
div ,u—ad%(ﬂ),u.

é

II

e

n /G ~TM®g§*

v

Remark 39. The operator

which is the definition of the Lie-Poisson bracket.

4 Yang-Mills equations

4.1 Introduction

In order to define the Yang-Mills equations we first need to recall the definition of the
Hodge star operator:

Definition 48 (Hodge star operator). Let (M,g) be a semi-Riemannian manifold of
dimension n. The Hodge star operator is defined to be the only linear operator

i QF(M) — Q" F(M)
« — *Qy
satisfying that B A (xa) = g(a, B)v, for all B € QF(M).

Proposition 26. Let (z1,...,x,) be a local coordinate system, and write o = ay,...q,, dz' A
-« ANdx'*, then
1 o o )
*O = iy dEL(9) gy gy g g RN N dat,

(n—k)!

where €;,..;, 1s the sign of the permutation (1,...,n) +— (i1,...,ip).
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We will constantly write /det(g) for \/|det(g)|.

The following properties of the Hodge star operator are satisfied:

o xv, =1, *x1 = vy,
o x(xa) = (—1)F=k)q,
Let # : P — M be a principal fiber bundle with structure group G over a compact
semi-Riemannian manifold (M, g). Yang-Mills equations are
xdd x Fq =0,

where A is a connection on P and is the unknown of the equation, and F4 is the curvature.
«d” % is often denoted by §4.

Remark 40. Note that the Hodge star operator is defined on Q¥(M), so here we are
seeing F4 as an element of Q?(M, ) rather than Q?(P,g). Then if w ® n € Q%(M, g), we
define

*(w®mn) = (xw) @ 1.
To see F in Q2(M, §) we define, for each u,v € T, M,
Fa(u,v) = [(p, Fa(up, op))),

where p € 771(z) and u’; and v;} are the horizontal lifts of v and v to Hy,. It is well-defined
since R;FA = Adgq o Fy, so that

[(p- 9. Fa(uy.g, )] = [(p- g, Fa(dRy(uy), dRy(vy))))]
= [(p- g, Ady-1 0 Fa(uy,vp))] = [(p, Fa(uy, vp))]-

Yang-Mills equations are the Euler-Lagrange equations corresponding to the Lagrangian
in the next subsection. Now we just give a lemma and a couple of calculations which will
be useful in the next subsection:

Lemma 4. If fora =w; ® B, =w2 ® By € /\QT*M®§1 we write
Ck/\,@ = h(Bl, Bg)wl N wa,

then
d(aAB) = (d*a)AB + aA(d?B).

We will need the following:

e If A is a connection, that is, a section of the bundle of connections, w a section of
the underlying vector bundle and € a real number, then

Fare = d(A+ ew) + [A+ ew, A+ ew] = dA + edw + [A, A] + €A N w + 2w, W]
= dA+ [A, Al + e(dw + AN w) + Ew,w] = Fa + ed?w + [w,w].

e If M is a compact manifold, then

/M(dAw)/\ x Fq = /M d(wA * Fy) — /M WA(dA % Fy) = —/ WA(dA % Fy),

M
using the previous lemma and Stokes theorem.
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4.2 Covariant Lagrangian reduction for Yang-Mills

Let 1 : P — M be a principal fiber bundle with structure group G over a semi-
Riemmanian compact manifold (M, g). Consider the corresponding bundle of connections
C — M over M, and define the Lagrangian density
L: JY(O) — N T*M
JaA = 5((Fa)s, (Fa)z)gnvg
where, if w1 ® a1,wy ® az € AX*T*M ® § then (w1 ® a1, ws ® a2) g = g(wi, wa)h(on, o),
being h the Killing form (or any other Ad-invariant bilinear form on g).

Note that we just applied the Killing form to elements in g: if oy = [(p, B1)] and
ay = [(p, B2)], we put
h(al, CKQ) = h(Bl, Bg),

which is well-defined because of the Ad-invariance of h.
We will see the expression of the Lagrangian in coordinates in the following subsection.

Let ® : P — P be a gauge transformation and write locally ®(z, g) = (x,v(x) - g) for
some smooth function v : U C M — G, which can be seen as a section of U x G — U.

Remark 41. Indeed, we can write ® on U x G as ®(x, g) = (z,7(x,g)). Since ¢ satisfies
O(x,g-h) = ®(x,9) - h, we get y(x,g-h) = v(x,g) - h and therefore we can write
V(z,9) =@ e) - g =7(x) - g.

For each connection A on P, ® induces the transformed connection given locally by
A= AdyA+dyy!

(if w is the connection form associated to A, then this expression corresponds to (®~1)*w).

Then we have an action of J!(U x G) on C/|;; defined by

JNUxG)x Cly, — Cly
(];’%AI) — Ad'y(w)Ax + (d’}/)aﬂ/_l(w) ’

and by 1-jet prolongation we get an action of J%(U x G) on J(C|):

J2(U><G)><J1(C’|U) — Jl(C|U)
(52, 714) — Ja(AdyA+dyyTh)

Proposition 27. The quotient space J(C)/J2(AdP) can be identified with N> T*M ® §
and the projection with the curvature bundle map

Q: JIC — AN'T*M®j
JpA (Fa)e

which is a surjective submersion with connected fibers, and where AdP = P xg G is the

associated bundle with action of G on G given by §-g = §gg—*.

See [3] for a proof.
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Remark 42. Alternatively one can think of /\2 T*M ®g as J'C/GauP,, where the group
GauP, = {® € GauP : ®|, = Idp,}

acts on J'C with orbits that coincide with the fibers of the curvature map, and where
GauP denotes the group of all gauge transformations on P. Note that we are using
GauP, = GauP,.

Since Fpr = Ad,F4 and the Killing form is Ad-invariant, the Lagrangian density £
remains invariant under gauge transformations, that is £L(j1A) = L(j1(Ad,A + v~ 1dv)),
and hence it drops to the quotient space as

2 n
L A\T"Meg— \T°M.

Remark 43. If & : C — C denotes the induced gauge transformation on the bundle
of connections and j'®¢ its lifting to J1C, that is, j'®c(jlA) = jL(®c(A)) then the
previous statement is a particular case of the following theorem.

Theorem 7 (Utiyama). A smooth function L : qu — R is gauge invariant, that is
Lojl®c =L for all® € GauP, if and only if L = L o Q, where L : /\QT*M@)Q — R
is an Ad-invariant smooth function.

See [3] again for a proof of this theorem.

Now consider variations of a section A of C' — M of the form A, = A + ew, where
w is a section of T*M ® g — M. These variations will drop to the quotient space as
Fpye,. Note that

d
df FA+ew = dAw,
€le=0

for using the formula Fg e, = d(A+ ew) +[A + ew, A+ ew] we get Faiew = Fa +edw +
2w, wl.

Hence, for a section F of A2T*M ® § —s M such that F = Fy for some A € T'(C),
the variations along F' we will take in the formulation of the variational problem in the
quotient space will be sections of the form Fy + edw.

The variational principle then yields

d
(F)v, = —
eo/M()g de

:/ (F,dAw)ghvg:/ (*dA*F,w)ghvg,
M M

for arbitrary w (here we are using the last calculation in the previous subsection and the
fact that (o, B)gnvg = @A % 8). Hence we get the Yang-Mills equation

d
0= —
de 2

1
/ ~(F + ed®w, F + ed*w) g,
e=0JM

§AF, = xd? x Fq = 0.

Remark 44. It can be shown that it is only necessary to consider variations of a specific
type, namely variations of the form

U, = (I>§ os,
where s is the section and X is any vertical vector field, with flow denoted by ®X.

In our case, since the fibers are affine spaces, any such variation can be written as
Ac = A+ ew, with the notations above.
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4.3 Hamilton-Cartan equations for Yang-Mills

For a fiber bundle ¥ — M, the polysymplectic bundle was defined as Il =TM Q V*E ®
A" T*M. Note that in our case we have Il = TM @ (TM ® g*)® \" T*M since C — M
is an affine bundle modelled on T*M ® g. We will usually write Il = TM ® (TM ® g*)
and assume that a fixed volume form d"x is given. a € II will be written in coordinates as
a=7g 822. ® % ® B®, where {B1, ..., By} is a basis for g and {B',..., B™} denotes its
dual basis. If (2, Af") are coordinates on C' then we write (z', Af, A;) for the coordinates

on J'C. Using the formula F4 = dA + [A, A] we can write the Yang-Mills Lagrangian in
coordinates as

. 1 o
L(a', AT, A7) = 5 (A% — AT — AL AYp,) g7°g" (Afs — Ab - AﬂA;cﬁT) hap/det(g),
where hqg is an abbreviation for h(B,, Bg) and, in the right side of the equality, j < 4

and s < r.

Indeed, if A(z) = A%(z)dz’ ® B, denotes a section of C, that is, a connection on P,
then ‘ '
(dA)z = (Af; — Aj;)da? Nda' @ By, j <1

and
[As, As] = [A%de? © B,, Alda’ © B,) = AYA" [d! © B,,do’ ® B,
= AjAlc),da? Nda' © By = —AJA{cj,da’ Nda' ® Ba, j <i,
SO

(Fa)z = (AY — AS; — Al AYCS,) dad N da' @ Ba, j <.

Therefore we get

L(LA) = 3 (Ea)e. (Fa)e)gi/det(s)

_ ((Ag;. — A% — AP AYES ) dad A da' ® Ba, (AP, — AB — ATATCE )da® A da” @ Bﬂ)

N | =

gh
3 Cuv stnr

1 L
- §(Ag;. — A — Al AY S )95 g" (AB, — AP — ATATCE Vhopy/det(g).

Then the expression of FL: J'C — 11 in coordinates will be

s — . OL
il Ay = LAY AY) = | 2t A
F‘C(]a:A) - IF‘C(:B >Az 7A2j) (J} aAz ) 8A%>

= (o', 49, (A2, - AL — ATATCE) g9 " has\/det(g) )

with s < r and no restrictions on ¢ and j.

So we get that the image are the curvature forms. Since we are working on a given point
and locally any 2-form is the curvature form of a 1-form, really we can reach any 2-form.

The image is therefore ImFL = TM ATM ®g*, or alternatively ImFL = {7?3 + = }

Note that F£ is not a diffeomorphism, that is, £ is not hyperregular, since the image is
strictly contained in II, and also not a diffeomorphism with the image since dim(ImFL) #
dimJ'C. Therefore we cannot apply theorem 4. Anyway, we will be able to develop the
Hamiltonian approach working on the image P :=ImFL=TM ATM ® g*.
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~ 1
Let w € TM ANTM ® g*. The elements of its fiber by FL  will be of the form
JL(A + df), where f is a smooth function taking values in g with %> (2) = 0 for all a,i

ozt
and FL(jLA) = w. In coordinates the elements of the fiber can be written as
) afa ana
(2 [e% (0%
(m AT 5 AT Giaa )

We see that FL is constant along the fiber of w. In coordinates we have

O o f° gy 90 OL 0L
FL (2%, A% A = ) = [ 2, A » - i
E(ZE’, P+ g Z]—i_ax]a.%d) (fﬁa i T 8:(:1’8,4%’[’ 614%141]

ozt KU ggloxk — \ T 9xkog!

‘ o 2 £8 218
:<xZ,A§‘+8f.,<A5+af <A5+8f )
aft , , Of w
- (A;; + axk> <A, + o > cﬁy> ¢ 9" hag/det(g),

> >’ of" of
B B v
L= <Akl T oot (Auc * axkaxz) - (A’fi * w) <Al * w) Cﬁv)

L aZfa
gl ik / o
99" hap det(g) (AZ] + 8%38321))

= (xi,A?, (Agl - Aﬁc - AZAE’cﬁJ gjlgikhagx/det(g),

v i o 82fa
L- (Afl — AP — Ak A cgy) 3 g*hap/det(q) (A,L-j + axﬂ‘axi» :
Note that of o
o fa
— A% e
Oxt’ Y + 0xI Ozt

L (ﬂ',Ag - ) = L(a", A, AS),

and also that

B B wav 8\ ik ge, OOf
(4 = 45 - Ay, ) o' (A”' ’ m)

v a 82fa j %
—g ((Afjl — AD— Al A cﬁy) da' @ da*, (Aij - 69518957?) da? @ dz ) :

Now, since T*M @ T*M = (T*M ANT*M) @+ (T*M v T*M) and 6?;@;1 dz' @ da’ €
T*MVT*M, we get

82 o ) )
(3= - )t (g o 75 Yo )
=g (A5 — A% - ALayel,) do' @ da*, Aydad @ da),
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for g ((Afl — AP 4+ AVAVED Ydat @ dat, 8?;5;]- dz’ ® dwi) vanishes.

Consequently, FL does not depend on the element of the fiber, that is

o fa N 82 fa
Oxt A+ 0xI0x’

FL (ﬂ',Ag + > =FL(x", A, AS).

~ 1
Therefore we have a well-defined section § = FLoFL = of k : (J1C)* — II along P
and hence the multisymplectic structure on (J'C)* can be transferred to P.

Jic L (Jtoy

i kijé

PcClIl

Let  be the canonical multisymplectic (n + 1)-form on (J'C)* we introduced earlier.

In coordinates,
Q = dAY Ndrd Nd" iy — dp A d,

where we are identifying the coordinates pg with 7.

We denote the pull-back of Q to k~1(P) by QF = i*Q and the pull-back to P by
OF = 6*i*Q, where i : k~1(P) — (J'C)* is the inclusion.

We will call (P,§) a Hamiltonian system with constraints and say that a section 7 of
P — M is a solution of the Hamiltonian system if the equation

* (z XQZ;) =0
is satisfied for any vertical vector field X on P.
We define the following change of coordinates on II (and on (J1C)*):
1 ..

Rg:§(773—77£i)’ifi<j
i _ Lo iy i<
Sa:§(7ra+7ra),1fz§]

Note that this change of coordinates corresponds to the expression of né{ as the direct
sum of its symmetric and antisymmetric parts:

79 =RY + 89 RIcTMANTM®§*, S € TMVTM ®§*.
When ¢ > j, we have Rg{ = —Rﬁf and Séj = ng
The constraint manifold P is defined by S =0 foralli< j and the pull-back of the
multisymplectic form  on k=1 (P) will have the following expression in local coordinates:
OF = = "dRI A (dAF N d" 'y — dAT A ;) — dp A d".
1<j
Indeed, the local expression of  on (J'C)* was

Q = dAY Adr Nd" g — dp A d"
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Applying the change of coordinates we get
Q=dAY ANd(RY + STYANd" "ty — dp A d

If O is the restriction of € to k~!(P), since on P (and therefore on k~!(P)) we have
S¢ =0 and R =0 for all 4,7, a, we obtain

QF = —dRY NdAX Nd"'x; —dp A dx

=Y —dRI NdAP Nd" 'z + Y dRY AdAY AV g — dp Ad

i<j i>7
== dRJ N (dAF N A ay — dAG A A" ) — dp A d
i<j
where we have used Rff = —Rgf.

Now we will write Hamilton’s equations.

Recall that
Q= —-do,

where the expression of © in local coordinates is given by
0 = 19dAY Nd"; + pd"x.
When we had an Ehresmann connection A on C — M, we were able to define a
section of (J'C)* — II associated to it in the following way:

Sa: N=TM® (TMeg ) N\"T*M — Z=(J'O)*
wRERV > (£0 A) Ny,

where w € TM, £ € TM ® §* and v € \" T*M.

The expression in coordinates was
O, = T dAF Nd" ' x; + nT5d" x,

where F% denote the coefficients of the horizontal lift

0 0 o i
defined by the connection A. Hence Hs, = —rld I'Y.. Note that we are using the vector

bundle structure to identify 8,4% with dz’ ® B,.

In the case of a linear connection we can write

9 ’Hi_rak

507 347~ DeATdz’ © Ba.

We will assume that the symbols of the connection are symmetric, that is, I'Y; = I';.

In the coordinates introduced, Hamilton-Cartan equations have the following expres-

sion: N 5
81{4 _ aAg Lre OH\ _ 87r;] B oy, ki
87Téf ™ Omﬂ Y s ’ aA? s 83:3 8‘43 g
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Let us rewrite them on P after the change of coordinates. Using the chain rule we get,

from the first set of equations,

OH \ (O0H\ or O0H  9H
ORY | ~ \ori

ORy — orl’ B ory!

oxV m OxH el gy Oz’

8 B B B
_ (aAu e ) - (aAy e ) Y

where we are using the symmetry of the connection. Note that in these equations p < v.

The other set of equations gives us

i or? iy i 5
E)H _ 87703 . 8Fk] Trkj _ a ( a + Sa) B 81“,€J <Rk] n Sk]>
DAY oxi QAL P OxJ gAx \"'8 T8

ij B ij
_(ORd 0Ty R _ _OR{
Oxi AP dad’
ory.

where in the last equality we are using that - ¢ jo = 0 since Ff ;= I‘? . and jo = —Rék.

Now let us write the expression of H in coordinates, which is simply the difference
between the last coordinate of §4 and of . This comes from taking the difference ©5 —
©s5, = H = —Hd"z and ignoring the volume form d"z, so H = Hs — Hs .

The expression of ¢ in coordinates was given by

)

, g . g . HA
(:CZ,A?,WZZ) — <CL'Z,A?,7T;L£,LO(F£) 1 —myl D )

Then the expression of H on IT is

~ COAY -
H=— <LO(F£)—1 _77116 z.) +7Télj]._‘%,

* Oz

and composing with FL yields

HOoFL = —L+ (Al = A, — ALALC],) 76" has/det(g) (AT; — AZ)

(A2 = AL — AEALED,) g7 g s /e (g) (TG — TS),

where the sum is taken over j < i and s < r, and where we are using that 7l
P. Since I'7; = I'};, the term depending on the connection vanishes. Now we write the
definition of L and compute:

Ho FZ =—L + (Ags - A?r - A}L«LAZC/@V> gjsgirhﬂéﬂ \/W(Alaj - A?@)

= —7 in

= 5 (A5 = A5 = ALA50,) "9 (AL, — A5, — AATE, ) s/ detl)
+ (48— 42 - ALALEL,) " s BeT(g) (45 — A3)
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1 T js _ir / « « [ZNeY
= i(AEs - AET - AZAS Cﬁr)!]] g haﬂ det(g) (A’Lj - Aji + AQLAJ C,u,y)

— AB — AMATCE ) g% g hopn/ det(g) (A% — AG — ALAYCS 4+ 2A8AY )

smT

1 |s _ar « e [ e
= S (AL — A, — ATATCS )7 g has/det(g) (AT — A%, — AL AL,
(AL, — AB, — ADATEE ) g7 g7 has /et (g) AV A,

Note that the first addend is equal to

%(FA, Fa)gn/det(g).

Substituting 7 = (AT’BS - Af,n — AﬁA’S’cgy)gjsg"hag\/det(g) we get the expression of
HonP

1, -1 y
H = Sl grigoin® (Vdet(g))  +mi Al AYer,,

which in the new coordinates is

1 .
_ R AM AV
R Ay AYce

1 it ST «
H = S RIR grigs;h™ (V/det(9)) o

with j < and s <.

Now we can work out the left-hand sides of Hamilton-Cartan equations:

OH _ psr ap -1 boAV o
ORjof - Rﬁ grigsjh ( det(Q)) - Az Aj C,uw
oH i AV
W = —Ré A] Clﬂ"

So the Hamilton-Cartan equations will be

-1
R grigyh®® (Vdet(g)) - ALAYes, = AG - A3,
aRil
i gv o _ 1
_RJOCZAjCZéV - _W7
where j < i, s <r and i <.

The first set of equations is equivalent to
—Ry = (A% — AY; — A?AJ"CZ‘V) grigsjhag\/det(g).

If we write

Fji = (Afj — Afi — AT Afc,), 7 <4,

that is, Fia = Fﬁdxj A dx' ® B, then

ﬂ'éj = Fsﬁrgjsg"hagx/det(g), s<r
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which we write as Fg;i, so what we get is
Ry = — (Af; — A% — AL A%Cl,) "' g™ hagy/det(g)

—F8g" g hap/det(g) = —F3" = Fj°,

which implies that solutions of Hamilton-Cartan equations for Yang-Mills come from
sections of J!C composed with the linear Legendre transformation, in fact prolongations
of sections of C' composed with the linear Legendre transformation.

Now we see that the second set of equations is equivalent to Yang-Mills equation

xd® x Fy = 0.

In coordinates we write

Fp = (A — Af — ALAYCS) da! A da' @ B,

Then using the expression in coordinates of the Hodge star operator we gave in the
introduction of this section we obtain

. \/det
= (A0, AL A, ) g

S/uz

Eji¢3...¢nd$i3 A Adzt & Bﬁ,

where j < i and s <.

Using the other set of equations,

—RY = (A7 — AT, — A AYCL,) g9 hop/det (),

we get that
~RY P
(n—2)!

We will use the formula

By = €jii3...ind$i3 A Adz & B/j, 7 <.

dA(*FA) = d(*FA) + AN (*FA)

In the first addend we only need to derive with repect to the coordinates on M (recall
that we are looking for sections of IT — M):

ORI poB : A A
d(*FA) = - i mﬁjuszndx] Adx™ A--- ANdx"™ & Bﬂ
RIE pob ) . .

The second gives
*FA (Aadl'k & Ba>

o Jdet ~ »
A <(Afs — AL - ArALe],) g7l Y VAH) e e Bﬁ)

(n 2) 63@@3 in

det(g) -

— A7 (A, - AL — ArAL,) g 0 ()%

S;U/

6]ii3---indxi AdzB A - Adrn ® BV
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det(g A
+Af (A,@S — AB — AlAYLC ﬁl,> ”gsj(;)') Co3€jiis- ind2? Nz A - A dr't @ B,

So Yang-Mills equation
x(d*x Fa) 4+ *(ANA (xFy4)) =0, equivalently, dx Fiy + AN (xFy4) =0,
yield

ORY  h

1/ det(g)
_ o _Ax (A8 5 B AV B i 8] 9
a,fl,’j (’I’L — 2)‘ €jiig--in AJ (ATS A A AYc ) g (n C

s /,Ll/ _2)' aﬂﬁjiigmin’

ORY

det(g) -
T ot (n =2yl Fiierin ) 9797 g1 ot

— —A¢ (A - AL - ArAYe,) "

that is,
OB _ e (Aﬂ _AB _ ArAYS ) rigsi | /det(g)c]
oI TS S MV af”
Substituting
—RIpP = (Afs _ AP ApAY ﬁy) rigsi | /det(g
we get
_OR} o pitp Bl
D hY = ASR;h Cop
and finally
aRﬂ
i AaRﬂch = —AO‘R%’CZOC, J <i,
or
BR” apii
—W = —A R C,LLCW 1< l

So we have that solutions of Hamilton-Cartan equations are the composition of the
linear Legendre transformation with the prolongation of solutions of Yang-Mills equations.

4.4 Poisson forms on the constraint manifold P

Recall that we can view Poisson r-forms on II (r > 0) since they do not depend on the

affine coordinate of (J'E)*. Using Q7 we can view them on P:

Definition 49 (Poisson forms on the constraied manifold). A horizontal r-form E on

k=L(P) is said to be Poisson if there esists an (n — r)-multivector field X on k=1
such that iXEQP =dF.

Recall that the expression of Q7 in coordinates was

— > dRY A (dAF NV ay — dAF AN A ) — dp Ad e

1<J

20



Proposition 28. Poisson (n — 1)-forms on P can be locally written as

= (RIFXS +GM)d"

where X5, GF € F(T*M ® g) and —gfg = gf;.

Proof. Let E = EFd" 1z, be a Poisson (n — 1)-form on P. Then

OFH n, oF o n g1y OE“
dE = Wd 3A°‘dA Ad
where ¢ < j. Now let
0 0 0
X=X X XY —
ap T oAz T G

be a vertical vector field on k~!(P). Then

ixQF = —Xd'w + > (X{dRI Nd"'w; — XJART A d™ ;)
1<J

= XU (dAY NdV g — dAS A d ),

1<j
SO .
OEH : OEr QK

—_— = —X XZ,U, = — =
dah e Ay 0Aw

OEH : .
for i < p, R & X — 6, X5
(67

Note that the first condition imposes no restrictions on E. The third condition gives
(R]“XO‘ + GH)d" 1z, with X7 and G" functions on T*M ® g, where we are using

jo —R¥" and not necessarily j < p. Then the expression of E is as stated. O

Definition 50 (Poisson bracket). Let E and H be Poisson forms on P of degrees r and s
respectively and Xg and Xpg denote associated multivector fields. We define the Poisson
bracket to be the (r + s+ 1 —n)-form

(E,H} = —ixpix, Q.

We calculate the local expression of the Poisson bracket for a Poisson (n — 1)-form E
and a function H not depending on p:

Since H is Poisson on P we have

o _ . (OH ., OH .., OH ..
ZXEZXHQP = lXEdH =1lXg (axl X 8AadA aRij a> .

On the other hand if

d D d
E = Bt ! Xp =X~ XY X~
ZL',u; E = 7 6AO‘ o aR,éZ + ap?

then the condition iy, QP = dE in coordinates gives

= dRY A (dAF N ay — dAG N d" T ;) — dp Ad

1<J

o1



= (XPdRY Nd" 'z — X§dRE A d" )

1<J
= X (dAF Ny — dAT AP ) - XdM
1<j
oLt mn 23 a n—1
Wd T+ aAadA Ad Ty z
which implies that
OET 0 OET 0 OE" 0
DU E-- SIS YL 8
i<j aRdj aAZ i<j aAz 8Rd7 Oxh ap
Then OB 9 -
E7 OH E7 OH
E . H} =— - — —
e ; <6A? ORY  ORY 6A?>

Proposition 29. A section 7 of the constrained bundle P —> M is a solution of the
Hamiltonian system (P, A, H) if and only if for every horizontal Poisson (n — 1)-form E
on P we have

{E,HYd"x = d(n*E) — (d"E) o,

where d" denotes the horizontal differential with respect to the connection on the bundle
II— M.

Proof. One the one hand, we have F = (R]“Xa + GHM)d" txy,, with — 31}435 = gT?; and
"

OB = §, X — 6, X$ and

OR{
OE’ OH  OE) OH OE’ OH OH
E,H} = — - —— = o X -
(£, H} ; (6A? ORY  ORY 8A?> ; <3A? ORd 6A?>

On the other hand, the expression for the horizontal lift with respect to the connection
on II given in proposition 24 is

OB" OB 0AY OB ORY
dzk QALY Ozt YRY Ozt

d(7m*E) — (d"E) o =

8
OEM OFH ] . ..\ OFEH*
ST et YRy F] R —TL RY
ui T pAD +< gAs 8 T wilta | o
Using that gf; = —gf; and gg; 6{;Xi°‘ (for E = (R&“XJ‘?‘ + GH)d"z,,) we get
OEM (DAY DAY L ORY OEH
d(m*E) — (d"E = L ) g xe 2 re, —-r2
(rB) — (d*B) o £ AT <8x“ oz ) O Pn — DAY (s = T)

. ary o
a ©w pkj il l g
—6) X; ( dAe R )+ ZARQ — FulRaJ>
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y 5

DE" [9AX DA ORY Oy,

= I « — X%\ - w4 RY

_; . (81}“ azi>+X1 FRTE ( gac s T fta =Tkt
n<i K %

= OBr (A7 DAL ORY
N 0AY \ Oz+  Oxt CQxd

n<i

¥ OEF (043 0N L, ORY
T L 9AX \ Gzt Ot C Oy
<[

where we are using f;:l = ffj, Ff ;= F?k and jo = —R]Bk. Therefore we get that

OH  0AY 0Af OH ORY
= z and =

A® — Qa

ORY  Oxd 9z

are equivalent to

{E,HYd"x = d(n*E) — (d"E) o 7.

4.5 Future work

If we denote by G the action of J'(AdP) on IT and P we get

=TM@TM®§" @ \T"M — M,

=TMATM @ §* @ \T*M — M.

Qly QlH

We define coordinates (mi,rg), i < j, on P/G such that the projection P — P/G is
given by (z*, AY, Rd) — (2, rd), so G-invariant functions and forms on P are the ones
not depending on the coordinates (A$').

In Electromagnetism the Hamiltonian is G-invariant, so the Poisson bracket vanishes
when applied also to G-invariant Poisson forms. Then the Lie-Poisson bracket also van-
ishes and an analog of theorem 6 is easily written (see [1]). The Yang-Mills Hamiltonian
is not invariant under this gauge action, so we cannot proceed as in [1] in order to reduce
the equations. We intend to tackle the issue from a different perspective in a near future.
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