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## Chapter 1

## Introduction

The mathematical activity in the last century in dynamical systems, mechanics and related areas has been extraordinary. The number of applications has grown exponentially and both basic science as well as several engineering technologies are profiting from this development. In the 1960s more sophisticated and powerful techniques coming from modern differential geometry and topology have been introduced in their study, experiencing a spectacular growth in the last 50 years. Control and optimal control of mechanical systems have not ignored these developments, becoming now a principal research focus of nonlinear control theory. In particular, there are an increasing interest in the control of underactuated mechanical systems (see [17, 31]). These type of mechanical systems are characterized by the fact that there are more degrees of freedom than actuators. This type of system is quite different from a mathematical and engineering perspective than fully actuated control systems where all the degrees of freedom are actuated.

In control system engineering, the underlying geometric features of a dynamic system are often not considered carefully. For example, many control systems are developed for the standard form of ordinary differential equations, namely $\dot{x}=f(x, u)$, where the state and control input are denoted by $x$ and $u$, respectively. It is assumed that the state and control input lie in Euclidean spaces. However, for many interesting mechanical systems the configuration space cannot be expressed globally as a Euclidean space.

In this work, dynamics and optimal control problems for mechanical systems, and in particular, for rigid bodies are studied, incorporating careful consideration, of their geometric features.

Optimal control problems on Lie group are described by Euler-Poincaré systems. An Euler-Poincaré system is a mechanical system whose configuration manifold is a Lie group, $G$, and whose Lagrangian $L: T G \rightarrow \mathbb{R}$ is left or right invariant under the action of that group. To be specific, in this work assumes that the Lagrangian in left-invariant. Let the tangent bundle and the cotangent bunlde of $G$ be denoted by $T G$ and $T^{*} G$ respectively, and its Lie algebra and dual are denoted by $\mathfrak{g}$ and $\mathfrak{g}^{*}$ respectively. The quotient space $T G / G$ is called the reduced space and by a left-trivialization of $T G$ is diffeomorphic to $\mathfrak{g}=T_{e} G$. The restriction of the Lagrangian to the reduced space is called the reduced Lagrangian $l: \mathfrak{g} \rightarrow \mathbb{R}$. A Lagrangian $L: T G \rightarrow \mathbb{R}$ is left-invariant if its left-trivialization $l: G \times \mathfrak{g} \rightarrow \mathbb{R}$ does not deppend of the first entry.

Given an initial condition $\left(g_{0}, \dot{g}_{0}\right) \in T G$ the Euler-Lagrange equations for $L$ on $T G$
describe an initial value problem (IVP). This IVP can be left-trivialized to $G \times \mathfrak{g}$ to give

$$
\begin{align*}
\dot{g} & =\xi g, \quad g(a)=g_{0},  \tag{1.0.1}\\
\frac{d}{d t} \frac{\delta l}{\delta \xi} & =a d_{\xi}^{*} \frac{\delta l}{\delta \xi}+\mathcal{L}_{g}^{*} \frac{\delta l}{\delta g}, \quad \xi(a)=g_{0}^{-1} \dot{g}_{0}, \tag{1.0.2}
\end{align*}
$$

where $\mathcal{L}$ denotes the left translation on the Lie group $G$.
If the Lagrangian is left-invariant, these equations becomes

$$
\begin{align*}
\dot{g} & =\xi g, \quad g(a)=g_{0}  \tag{1.0.3}\\
\frac{d}{d t} \frac{\delta l}{\delta \xi} & =a d_{\xi}^{*} \frac{\delta l}{\delta \xi}, \quad \xi(a)=g_{0}^{-1} \dot{g}_{0} \tag{1.0.4}
\end{align*}
$$

This equations define an IVP in the body angular velocity $\xi(t) \in \mathfrak{g}$ and the configuration $g(t) \in G$ over the interval $[a, b]$. However, due to the invariance of the Lagrangian with respect to the action of the Lie group, (1.0.2) is decoupled from (1.0.1). (1.0.2) is the EP equation and describes the dynamics reduced to $\mathfrak{g}$ to recover the configuration dynamics on $G$, one solves the EP equations to obtain a curve $\xi(t)$ for $t \in[a, b]$, substitutes the solution into (1.0.1) and then solves the IVP for $g(t)$ in the interval $[a, b]$, in a procedure called reconstruction. Consequently, (1.0.1) is called reconstruction equation.

So far, the first order case of mechanics on Lie groups is pretty well understand. But in many optimization problems in mechanics the Lagrangians which appear are of higherorder (as for instance in optimal control problems, interpolation problems, etc), therefore it is interesting to find a full geometric setting for these theories, that is when one considers a Lagrangian $L: T^{(k)} Q \rightarrow \mathbb{R}$ where $T^{(k)} Q$ is the $k$ th-order tangent bundle.

Specifically, this work presents a new global geometric and intrinsic schemes to obtain the Euler-Lagrange equations when the configuration space is the higher-order space associated with a Lie group $G, T^{(k)} G$. During the last decades of the past century, there have been studies and attempts to define the higher-order variational calculus. The main objectives are to describe the Euler-Lagrange equations for Lagrangians defines on these higher-order bundles. The standard framework of higher-order mechanics on Lie groups starts by looking for the extremals of the functional

$$
\mathcal{A}=\int_{a}^{b} L\left(\xi, \dot{\xi}, \ldots, \xi^{k}\right) d t
$$

for $L: k \mathfrak{g} \rightarrow \mathbb{R}$ where $k \mathfrak{g}$ denotes $k$-copies of the Lie algebra $\mathfrak{g}$ and $\xi^{j}, j=1, \ldots, k$ are the $j$ time derivatives of $\xi \in \mathfrak{g}$. Variational calculus states that the extremizers of this integral action must satisfy the higher-order Euler-Poincaré equations

$$
\left(\frac{d}{d t}-\operatorname{ad}_{\xi}^{*}\right) \sum_{l=0}^{k-1}(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial \xi^{(l)}}\right)=0 .
$$

Instead of reducing the higher-order space $T^{(k)} G$ one can trivialize this bundle as $G \times$ $k \mathfrak{g}$ and work with the higher-order Euler-Lagrange equations on $G \times k \mathfrak{g}$ and when the

Lagrangian is left-invariant one can obtain the higher-order Euler-Poincaré equations. In this work, we propose an alternative way, avoiding the use of additional structures, working only with intrinsic objects from the Lagrangian and Hamiltonian sides. The main results are published here ([26], [30], [29], [27]). This formalism is strongly based on the one developed by Skinner and Rusk [65]. In order to deal with singular Lagrangian systems, Skinner and Rusk construct a Hamiltonian system on the Whitney sum $T Q \oplus T^{*} Q$ of the tangent and cotangent bundles of the configuration manifold $Q$. The advantages of their approach lies on the fact the second-order condition of the dynamics is automatically satisfied. This does not happened in the Lagrangian side of the Gotay and Nester formulation, where the second-order condition problem has to be considered after the implementation of the constraint algorithm (see [37]).

For higher-order mechanics on Lie groups we start with a Lagrangian function defined on the left trivialized tangent bundle of $T^{(k)} G, G \times k \mathfrak{g}$. We consider the fibration, after a lefttivialization, $\pi_{W, G \times(k-1) \mathfrak{g}}: W \rightarrow G \times(k-1) \mathfrak{g}$, where $W=G \times k \mathfrak{g} \times k \mathfrak{g}^{*}$ is a fiber product. In $W$ we construct the presymplectic 2-form by pulling back the canonical symplectic 2-form of $G \times k \mathfrak{g}^{*}$ and we define a convenient Hamiltonian from a natural canonical pairing and the given Lagrangian function. In $W$ we obtain a global, intrinsic and a unique expression for the Euler-Lagrange equations for higher-order mechanics on Lie groups. Additionally, we obtain a resultant constraint algorithm.

Apart from the lack of ambiguity inherent in our construction, it is worth to emphasize that this formalism is easily extended to the case of higher-order mechanics on Lie groups with higher-order constraints and optimal control problems. Therefore, we introduce constraints in our picture, which are geometrically defined as a submanifold $\mathcal{M}$ of $T^{(k)} G \simeq G \times k \mathfrak{g}$.

The outline of this monograph is the following: First, in Chapter 2 we give the notation used along this work and the basic mathematical background needed: Lie groups and group actions, Riemannian and symplectic geometry, Hamiltonian and Lagrangian mechanics, etc. There is also a sketch of Gotay-Nester-Hinds algorithm and the Skinner-Rusk formalism for the mechanics.

Chapter 3, is a brief introduction to mechanics on Lie groups, variational principles on Lie groups, Euler-Lagrange equations on Lie groups, Euler-Poincaré equations and EulerArnold equations. After this we develop the Euler-Lagrange, Euler-Arnold and EulerPoincaré equations for the motion of a rigid body on $S O(3)$.

Chapter 4, is devoted to the study of Higher-Order Mechanics. The reader will may find first a variational approximation for Higher-Order Mechanics and Higher-Order Mechanics with constraints. The chapter focuses on the geometric derivation of the equations of motions using and extension to higher-order theories by the Skinner-Rusk formalism for the mechanics. It is also introduce constraints in the picture.

Chapter 5, the Euler-Arnold's equations for a hamiltonian system defined on a higherorder cotangent bundle of a Lie group are developed. After this, we define the Pontryaguin bundle $G \times k \mathfrak{g} \times k \mathfrak{g}^{*}$ where we introduce the dynamics using a presymplectic hamiltonian formalism. We deduce the $k$-order Euler-Lagrange equations and, as a particular example, the $k$-order Euler-Poincaré equations. Since the dynamics is presymplectic it is necessary to analyze the consistency of the dynamics using a constraint algorithm. Finally we introduce the case of constrained dynamics. We show that our techniques are easily adapted to this
particular case.
Chapter 6, gives a general background in optimal control theory including basic definitions of controllability, accessibility and the relationship of optimal controls problems and second-order variational problems with constraints. The normal and abnormal solutions to the optimal control problem of the position of a rigid body are also studding.

Finally, in Chapter 7, as an illustration of the applicability of our setting, we analyze the case of underactuated control of mechanical systems. Interesting examples are including in this Chapter: The optimal control problem of a cart with a pendulum, a planar rigid body, elastic rods, and a family of underactuated problems for the rigid body on $S O(3)$.

## Chapter 2

## Basic Tools in Geometric Mechanics

In this chapter we summarize some basic concepts on the geometric mechanics of unconstrained Lagrangian and Hamiltonian systems, assuming familiarity with basic differential geometry [16], [44, [51]. We begin with the traditional variational formulation of mechanical systems in terms of Hamilton's Principle on the Lagrangian side. Through the Legendre transform we then summarize the geometric structure behind the Hamiltonian side. After this, we introduce basic concepts on Lie groups and Lie groups actions that will be used through this work.

In some sense, symplectic geometry is complementary to Riemannian geometry [9, [22], [54]. While Riemannian geometry is based on the study of smooth manifolds that carry a nondegenerate symmetric tensor, symplectic geometry covers the study of smooth manifolds that are equipped with a non-degenerate skew-symmetric tensor. Although both have several similarities, by their nature, they also show to have strong differences. In this section we remember some features of Riemannian geometry and symplectic geometry. In this latter context we derive the Hamiltonian side of mechanics.

After introducing the Gotay-Nester-Hinds [37] algorithm for singular systems, we shall give a brief summary on mechanical systems using an unifying framework: the SkinnerRusk formalism for the mechanics [65]. Our exposition here is largely based on that found in [1], [55], [39] and [51], and we wish to remark that the Einstein summation convention is enforced throughout this thesis unless otherwise is noted.

Let $Q$ be a manifold and $T Q$ its tangent bundle. Denote by $\left(q^{i}\right)$ the local coordinates on $Q$ and by $\left(q^{i} ; \dot{q}^{i}\right)$ the induced coordinates on $T Q$. Define the mechanical Lagrangian $L: T Q \rightarrow \mathbb{R}$ given by $L=T-V$, where $K(v)=\mathcal{G}(v, v)$; is the kinetic energy associated with the Riemannian metric $\mathcal{G}$ and where $V: Q \rightarrow \mathbb{R}$ is the potential energy. The trajectories of an unconstrained mechanical system are then given by Hamilton's Principle, which states that among the set of possible motions $q(t)$ of our mechanical system in any time interval $[a ; b]$, the actual trajectories are such that

$$
\begin{equation*}
\delta \int_{a}^{b} L(q(t), \dot{q}(t)) d t=0 . \tag{2.0.1}
\end{equation*}
$$

We say that a mechanical system (unconstrained or constrained) is variational if its equations of motion can be derived from Hamilton's principle. Basic results in the calculus of variations (see [10, (39] or [55]) show that the condition (2.0.1) is equivalent to the
requirement that $q(t)$ satisfies the Euler-Lagrange equations:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}^{i}}-\frac{\partial L}{\partial q^{i}}=0 . \tag{2.0.2}
\end{equation*}
$$

Now, if we define the fiber derivative $\mathbb{F} L: T Q \rightarrow T^{*} Q$ in coordinates by the map $\left(q^{i} ; \dot{q}^{i}\right) \mapsto\left(q^{i} ; p_{i}\right)$, where $p_{i}=\frac{\partial L}{\partial \dot{q}^{i}}$ is called the momentum conjugate to $q^{i}$, then assuming that $L$ is hyperregular ${ }^{1]}$ we can define the Hamiltonian $H$ by $H(q ; p)=p_{i} \dot{q}^{i}-L$. The coordinates $\left(q^{i} ; p_{i}\right)$ on the cotangent bundle $T^{*} Q$ are called the canonical cotangent coordinates and $\mathbb{F} L$ is called the Legendre transform.

As we shall see below, the Hamiltonian $H$ is related to the total energy of the mechanical system, and since the cotangent space $T^{*} Q$ carries a natural symplectic structure, we will summarize the rich geometry of Hamiltonian mechanics below and present the analogue of (2.0.2), the Hamiltonian equations of motion.

### 2.1 Lie Groups and Group Actions

First, we give the basic definitions and properties of Lie groups. A Lie group is a differentiable manifold that has a group structure such that the group operation is smooth. A Lie algebra is the tangent space of the Lie group $G$ at the identity of the group, $e \in G$, with the bracket $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ that is bilinear, skew symmetric and satisfies the Jacobi identity [31], 39], [55].

A Lie group $H$ is said to be a Lie subgroup of a Lie group $G$ if it is a submanifold of $G$ and the inclusion mapping $i: H \hookrightarrow G$ is a group homomorphism.

Example 2.1.1. Basic examples of Lie groups which will appear in this work include the unit circle $S^{1}$, the group of $n \times n$ invertible matrices $G L(n, R)$ with the matrix multiplication, and several of its Lie subgroups: the group of rigid motions in 3-dimensional Euclidean space, $S E(3)$; the group of rigid motions in the plane, $S E(2)$; and the group of rotations in $\mathbb{R}^{3}, S O(3)$.

For $g, h \in G$, the left-translation map is defined as $L_{h}: G \rightarrow G$, by $L_{h} g=h g$. Similarly, the right-translation $R_{h}: G \rightarrow G$ is defined as $R_{h} g=g h$. Given $\xi \in \mathfrak{g}$ define a vector field $X_{\xi}: G \rightarrow T G$ such that $X_{\xi}(g)=T_{e} L_{g} \cdot \xi$, and let the corresponding unique integral curve passing through the identity $e$ at $t=0$ be denoted by $\gamma_{\xi}(t)$. The exponential map $\exp : \mathfrak{g} \rightarrow G$ is defined by $\exp \xi=\gamma_{\xi}(1)$. The application $\exp$ is a local diffeomorphism from a neighborhood of zero in $\mathfrak{g}$ onto a neighborhood of $e \in G$.

Define the inner automorphism $I_{g}: G \rightarrow G$ as $I_{g}(h)=g h g^{-1}$. The adjoint operator $A d_{g}: \mathfrak{g} \rightarrow \mathfrak{g}$ is the differential of $I_{g}(h)$ with respect to $h$ at $h=e$ along the direction $\eta \in \mathfrak{g}$, that is $A d_{g} \eta=T_{e} I_{g} \cdot h$. Roughly speaking, the adjoint action measures the noncommutativity of the multiplication of the Lie group: if $G$ is Abelian, then the adjoint action $A d_{g}$ is simply the identity mapping on $G$. In addition, when considering motion along non-Abelian Lie groups, a choice must be made as to whether to represent translation by left or right multiplication. The adjoint action provides the transition between these two possibilities.

[^0]The ad operator $a d_{\xi}: \mathfrak{g} \rightarrow \mathfrak{g}$ is obtained by differentiating $A d_{g} \eta$ with respect to $g$ at $e$ in the direction $\xi$, that is $a d_{\xi} \eta=T_{e}\left(A d_{g} \xi\right) \cdot \eta$. This corresponds to Lie bracket (i,e; $a d_{\xi} \eta=[\xi, \eta]$ ).

We define the coadjoint operator $A d^{*}: G \times \mathfrak{g}^{*} \rightarrow \mathfrak{g}^{*}$ from the paring between vectors and covectors by $\left\langle A d_{g}^{*} \alpha, \xi\right\rangle=\left\langle\alpha, A d_{g} \xi\right\rangle$ for $\alpha \in \mathfrak{g}^{*}$. The co-ad operator ad ${ }^{*}: \mathfrak{g} \times \mathfrak{g}^{*} \rightarrow \mathfrak{g}^{*}$ is defined by $\left\langle a d_{\eta}^{*} \alpha, \eta\right\rangle=\left\langle\alpha, a d_{\eta} \xi\right\rangle$ for $\alpha \in \mathfrak{g}^{*}$.

The notion of symmetry or invariance of the system is formally expressed through the concept of action.

Definition 2.1.2. A (left) action of a Lie group $G$ on a manifold $Q$ is a smooth mapping $\Phi: G \times Q \rightarrow Q$ such that, $\Phi(e, q)=q$ for all $q \in Q$ and $\Phi(g, \Phi(h, q))=\Phi(g h, q)$ for all $g, h \in G, q \in Q$.

The same definition can be stated for right actions, but we consider here left actions, which is the usual convention in mechanics. Normally, we will only be interested in the action as a mapping from $Q$ to $Q$, and so we will write the action as $\Phi_{g}: Q \rightarrow Q$, where $\Phi_{g}(q)=\Phi(g, q)$, for all $g \in G$. In some cases, we shall make a slight abuse of notation and write $g q$ instead of $\Phi_{g}(q)$. The orbit of the $G$-action through a point $q$ is $\operatorname{Orb}_{G}(q)=$ $\{g q \mid g \in G\}$. An action is said to be free if all its isotropy groups are trivial, that is, the relation $\Phi_{g}(q)=q$ implies $g=e$, for any $q \in Q$ (note that, in particular, this implies that there are no fixed points). An action is said to be proper if $\tilde{\Phi}: G \times Q \rightarrow Q \times Q$ defined by $\tilde{\Phi}(g, q)=(q, \Phi(g, q))$ is a proper mapping, i.e., if $K \subset Q \times Q$ is compact, then $\tilde{\Phi}^{-1}(K)$ is compact. Finally, an action is said to be simple or regular if the set $Q / G$ of orbits has a differentiable manifold structure such that the canonical projection of $Q$ onto $Q / G$ is a submersion.

If $\Phi$ is a free and proper action, then $\Phi$ is simple, and therefore $Q / G$ is a smooth manifold and $\pi: Q \rightarrow Q / G$ is a submersion.

Let $\xi$ be an element of the Lie algebra $\mathfrak{g}$. Consider the $\mathbb{R}$-action on $Q$ defined by

$$
\Phi^{\xi}(t, q)=\Phi(\exp (t \xi), q) \in Q
$$

We can interpret $\Phi^{\xi}$ as a flow on the manifold $Q$. Consequently, it determines a vector field on $Q$, given by

$$
\xi_{Q}(q)=\left.\frac{d}{d t}\right|_{t=0}(\Phi(\exp (t \xi), q))
$$

which is called the fundamental vector field or infinitesimal generator of the action corresponding to $\xi$. Given a Lie group $G$, we can consider the natural action of $G$ on itself by left multiplication $\Phi: G \times G \rightarrow G,(g, h) \mapsto g h$. For any $\xi \in \mathfrak{g}$, the corresponding fundamental vector field of the action is given by

$$
\xi_{G}(h)=\left.\frac{d}{d t}\right|_{t=0}(\exp (t \xi) \cdot h)=T_{e} R_{h} \xi
$$

that is, the right-invariant vector field defined by $\xi$.
An action $\Phi$ of $G$ on a manifold $Q$ induces an action of the Lie group on the tangent bundle of $Q, \hat{\Phi}: G \times T Q \rightarrow T Q$ defined by $\hat{\Phi}\left(g, v_{q}\right)=T \Phi_{g}\left(v_{q}\right)\left(=\Phi_{g *}\left(v_{q}\right)\right)$ for any $g \in G$ and $v_{q} \in T_{q} Q . \hat{\Phi}$ is called the lifted action of $\Phi$.

### 2.2 Riemannian Geometry

A Riemannian metric $\mathcal{G}$ is a $(0,2)$-tensor on a manifold $Q$ which is symmetric and positivedefinite. This means that $\mathcal{G}\left(v_{q}, w_{q}\right)=\mathcal{G}\left(w_{q}, v_{q}\right)$ for all $v_{q}, w_{q} \in T_{q} Q, \mathcal{G}\left(v_{q}, v_{q}\right) \geq 0$, and $\mathcal{G}\left(v_{q}, v_{q}\right)=0$, if and only if $v_{q}=0$.

A Riemannian manifold is a pair $(Q, \mathcal{G})$, where $Q$ is a differentiable manifold and $\mathcal{G}$ is a Riemannian metric. The metric is locally determined by the matrix $\left(g_{i j}\right)_{1 \leq i, j \leq n}$ where $\left(g_{i j}\right)=\mathcal{G}\left(\frac{\partial}{\partial q^{i}}, \frac{\partial}{\partial q^{j}}\right)$.

Given a Riemannian manifold, we may consider the "musical" isomorphisms by $\mathrm{b}_{\mathrm{g}}$ : $T Q \rightarrow T^{*} Q$ the induced vector bundle isomorphism and by $\# \mathrm{~g}: T^{*} Q \rightarrow T Q$ the inverse isomorphism defined as $b_{\mathcal{G}}(v)=\mathcal{G}(v, \cdot)$ and $\#_{g}=b_{g}^{-1}$, If $f \in \mathcal{C}^{\infty}(Q)$, we define its gradient as the vector field $\operatorname{grad}(f)=\# g(d f)$.

Every Riemannian manifold is endowed with a canonical affine connection, called the Levi-Civita connection. In general, an affine connection is defined as an assignment $\nabla$ : $\mathfrak{X}(Q) \times \mathfrak{X}(Q) \rightarrow \mathfrak{X}(Q),(X, Y) \mapsto \nabla_{X} Y$ which is $\mathbb{R}$-bilinear and satisfies, for any $X, Y, Z \in$ $\mathfrak{X}(Q), f \in \mathcal{C}^{\infty}(Q), \nabla_{f X+g Y} Z=f \nabla_{X} Z+g \nabla_{Y} Z$ and $\nabla_{X}(f Y)=f \nabla_{X} Y+(d f \cdot X) Y$, where $d f \cdot X$ is the directional derivative of $f$ along $X$, or Lie derivative [31].

We shall call $\nabla_{X} Y$ the covariant derivative of $Y$ with respect to $X$. In local coordinates $\left(q^{A}\right)$ on $Q$, we have that

$$
\nabla_{X} Y=\left(\frac{\partial Y^{i}}{\partial q^{j}} X^{j}+\Gamma_{j k}^{i} X^{j} Y^{k}\right) \frac{\partial}{\partial q^{i}},
$$

where in local coordinates, the $n^{3}$ functions $\Gamma_{i j}^{k}$ (Christoffel symbols for $\nabla$ ) are given by

$$
\nabla_{\frac{\partial}{\partial q^{i}}} \frac{\partial}{\partial q^{j}}=\Gamma_{i j}^{k} \frac{\partial}{\partial q^{k}},
$$

A curve $c:[a, b] \rightarrow Q$ is a geodesic for $\nabla$ if $\nabla_{\dot{c}(t)} \dot{c}(t)=0$. Locally, the condition for a curve $t \mapsto\left(q^{1}(t), \ldots, q^{n}(t)\right)$ to be a geodesic can be expressed as

$$
\ddot{q}^{i}+\Gamma_{j k}^{i} \dot{q}^{j} \dot{q}^{k}=0, \quad 1 \leq i \leq n
$$

Other important objects related to an affine connection are the torsion tensor and the curvature tensor, which are defined, respectively, by

$$
\begin{array}{ll}
T: & \mathfrak{X}(Q) \times \mathfrak{X}(Q) \rightarrow \mathfrak{X}(Q) \\
& (X, Y) \mapsto \nabla_{X} Y-\nabla_{Y} X-[X, Y] \\
R: & \mathfrak{X}(Q) \times \mathfrak{X}(Q) \times \mathfrak{X}(Q) \rightarrow \mathfrak{X}(Q) \\
& (X, Y, Z) \mapsto \nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z .
\end{array}
$$

Locally, these objects are expressed as

$$
T_{i j}^{k}=\Gamma_{i j}^{k}-\Gamma_{j i}^{k}, \quad R_{i j k}^{w}=\frac{\partial \Gamma_{j k}^{w}}{\partial q^{i}}-\frac{\partial \Gamma_{i k}^{w}}{\partial q^{j}}+\Gamma_{j k}^{z} \Gamma_{i z}^{w}-\Gamma_{i k}^{z} \Gamma_{j z}^{w} .
$$

Now we consider a Riemannian metric $\mathcal{G}$ specifying the kinetic energy of the mechanical system. Consider the Levi-Civita connection $\nabla^{\mathcal{G}}$ on $Q$ as the unique affine connection which is torsion-less and metric with respect to $\mathcal{G}$. It is determined by the standard formula

$$
\begin{aligned}
2 \mathcal{G}\left(\nabla_{X}^{\mathcal{G}} Y, Z\right)= & X(\mathcal{G}(Y, Z))+Y(\mathcal{G}(X, Z))-Z(\mathcal{G}(X, Y)) \\
& +\mathcal{G}(X,[Z, Y])+\mathcal{G}(Y,[Z, X])-\mathcal{G}(Z,[Y, X])
\end{aligned}
$$

for all $X, Y, Z \in \mathfrak{X}(Q)$.
Fixed a potential function $V: Q \rightarrow \mathbb{R}$, the mechanical system is defined by the mechanical Lagrangian $L: T Q \longrightarrow \mathbb{R}$,

$$
\begin{equation*}
L\left(v_{q}\right)=\frac{1}{2} \mathcal{G}\left(v_{q}, v_{q}\right)-V(q), \quad \text { where } v_{q} \in T_{q} Q \tag{2.2.1}
\end{equation*}
$$

In this Riemannian context, we may write the equations of motion of the unconstrained mechanical system as

$$
\begin{equation*}
\nabla_{\dot{c}(t)}^{\mathcal{G}} \dot{c}(t)+\operatorname{grad}_{g} V(c(t))=0 \tag{2.2.2}
\end{equation*}
$$

Here, $\operatorname{grad}_{g} V$ is the vector field on $Q$ characterized by

$$
\mathcal{G}\left(\operatorname{grad}_{\mathcal{G}} V, X\right)=X(V), \quad \text { for every } X \in \mathfrak{X}(Q)
$$

In local coordinates, $\operatorname{grad}_{\mathcal{G}} V(c(t))=g^{i j} \frac{\partial V}{\partial q^{j}}$, where $\left(g^{i j}\right)$ is the inverse matrix of $\left(g_{i j}\right)$ an therefore may rewrite the equations of motion as

$$
\ddot{q}^{k}(t)+\Gamma_{i j}^{k}(c(t)) \dot{q}^{i}(t) \dot{q}^{j}(t)+g^{k i}(c(t)) \frac{\partial V}{\partial q^{i}}=0
$$

where $t \mapsto\left(q^{1}(t), \ldots, q^{n}\right)$ is the local representative of $c$.

### 2.3 Hamiltonian Mechanics and Symplectic Geometry

We begin our discussion by recalling some basic definitions in symplectic geometry [57, [54, [51]. Along this section, $V$ and $M$ respectively denote a real vector space and a smooth manifold. They do not necessarily have finite dimension.

Definition 2.3.1. Let $\omega: V \times V \longrightarrow \mathbb{R}$ be a bilinear map and define the morphism $\omega^{b}: V \longrightarrow V^{*}$ by

$$
\left\langle\omega^{b}(v) \mid w\right\rangle=\omega(v, w)
$$

We say that $\omega$ is weakly (resp. strongly) non-degenerate whenever $\omega^{b}$ is a monomorphism (resp. an isomorphism).

It turns out that, if $V$ is finite-dimensional, weak and strong non-degeneracy coincide. Thus, in this case, we simply use the term non-degenerate. We denote by $\Lambda^{p} V$ the set of $p$-sections on $V$, then we have that,

Proposition 2.3.2. Let $V$ be a finite-dimensional real vector space and let $\omega \in \Lambda^{2} V^{*}$ be a skew-symmetric bilinear map. The following holds,

1. $\omega$ is non-degenerate if and only if $V$ is even-dimensional ( $\operatorname{dim} V=2 n$ ) and the exterior nth-power $\omega^{n}$ is a volume form on $V$;
2. if $\omega$ is non-degenerate, then there exists a basis $\left(\varepsilon^{i}\right)_{i=1}^{2 n}$ in $V^{*}$ such that

$$
\left(\omega_{i j}\right)=\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)
$$

where $\omega=\omega_{i j} \varepsilon^{i} \otimes \varepsilon^{j}, 0$ is the $n$-by-n null matrix and $I$ is the $n$-dimensional identity matrix. Equivalently, $\omega=\sum_{i=1}^{n} \varepsilon^{i} \wedge \varepsilon^{n+i}$.

Definition 2.3.3. $A$ weak (resp. strong) symplectic form on a real vector space $V$ is a weakly (resp. strongly) non-degenerate 2-form $\omega$ on $V$. The pair $(V, \omega)$ is called a weak (resp. strong) symplectic vector space.

As before, we avoid the use of the terms weak and strong in the case of finite-dimensional vector spaces.

Example 2.3.4. Let $V$ be a real vector space of dimension n. Let $\left(e_{i}\right)_{i=1}^{n}$ be a basis of $V$ and let $\left(\varepsilon^{i}\right)_{i=1}^{n}$ be its dual counterpart (i.e; $\varepsilon^{i}\left(e_{j}\right)=\delta_{j}^{i}$ ). Then, with some abuse of notation, $\omega=\sum_{i=1}^{n} \varepsilon^{i} \wedge e_{i}$ is a non-degenerate 2-form in $V \times V^{*}$. Note that $\omega$ does not depend on the chosen basis $\left(e_{i}\right)_{i=1}^{n}$ of $V$. In fact, $\omega$ may be defined intrinsically by the following expression,

$$
\omega\left(\left(v_{1}, \alpha_{1}\right),\left(v_{2}, \alpha_{2}\right)\right)=\alpha_{2}\left(v_{1}\right)-\alpha_{1}\left(v_{2}\right) .
$$

In the following we denote by $\Omega^{p}(M)$ the set of $p$-forms on $M$.
Definition 2.3.5. Let $M$ be a smooth manifold, a tensor field $\omega \in \Omega^{2}(M)$ is weakly (resp. strongly) non-degenerate if the bilinear map $\omega_{x}: T_{x} M \times T_{x} M \longrightarrow \mathbb{R}$ is weakly (resp. strongly) non-degenerate, for each $x \in M$.

Proposition 2.3.6. Given a tensor field $\omega$ over $M$ of type $(0,2)$, let $\omega^{b}: \mathfrak{X}(M) \rightarrow \Omega(M)$ be the mapping defined by the contraction $\omega^{b}(X)=i_{X} \omega$. We have that $\omega^{b}$ is $\mathcal{C}^{\infty}(M)$ linear. Moreover, if $\omega$ is weakly (resp. strongly) non-degenerate, then $\omega^{b}$ is injective (resp. bijective).

Definition 2.3.7. Let $M$ be a smooth manifold, a weak (resp. strong) symplectic form is a weakly (resp. strongly) non-degenerate 2-form $\omega \in \Omega^{2}(M)$ which is in addition closed. The pair $(M, \omega)$ is called $a$ weak (resp. strong) symplectic manifold.

Theorem 2.3.8 (Darboux). Let $\omega$ be a 2-form over a finite-dimensional smooth manifold $M$. Then, $(M, \omega)$ is a symplectic manifold if and only if $M$ has even dimension $(\operatorname{dim} M=$ $2 n$ ) and there exist local coordinates $\left(q^{1}, \ldots, q^{n}, p_{1}, \ldots, p_{n}\right)$ such that $\omega$ has locally the form

$$
\omega=\mathrm{d} q^{i} \wedge \mathrm{~d} p_{i}
$$

Such coordinates are called Darboux or canonical coordinates.

Let $M_{1}$ and $M_{2}$ be finite dimensional differentiable manifolds, if ( $M_{1}, \omega_{1}$ ) and ( $M_{2}, \omega_{2}$ ) are symplectic manifolds then a $\mathcal{C}^{\infty}$ mapping $\varphi: M_{1} \rightarrow M_{2}$ is called symplectic if $\varphi^{*} \omega_{2}=\omega_{1}$. Using this, we can define a Hamiltonian system in general.

Definition 2.3.9. Let $(M, \omega)$ be a symplectic manifold and $H \in \mathcal{C}^{\infty}(M, \mathbb{R})$ a smooth real valued function on $M$. The vector field $X_{H}$ determined by the condition

$$
\begin{equation*}
i_{X_{H}} \omega=d H \tag{2.3.1}
\end{equation*}
$$

is called the Hamiltonian vector field with energy function $H$. We call $(M, \omega, H)$ a Hamiltonian mechanical system.

Let us now take the case when the finite dimensional manifold is $M=T^{*} Q$. In this case there exists a unique 1 -form $\theta$ on $T^{*} Q$ such that in any choice of canonical cotangent coordinates, $\theta=p_{i} d q^{i}$. Using this we can then define the canonical 2-form $\omega$ by $\omega=-d \theta=$ $d q^{i} \wedge d p_{i}$. It is then clear that $\left(T^{*} Q, \omega\right)$ is a symplectic manifold. A simple computation then shows that $(q(t), p(t))$ is an integral curve of $X_{H}$ if and only if Hamilton's equations holds:

$$
\begin{equation*}
\dot{q}^{i}=\frac{\partial H}{\partial p_{i}}, \quad \dot{p}_{i}=-\frac{\partial H}{\partial q^{i}} . \tag{2.3.2}
\end{equation*}
$$

Moreover, (2.0.2) and (2.3.2) are equivalent via the Legendre transform.
Embedded in the definition of Hamiltonian system above are the following facts.
Proposition 2.3.10. (Conservation of the Energy) Let $(M, \omega, H)$ be a Hamiltonian mechanical system and let $c(t)$ be an integral curve for $X_{H}$. Then $H(c(t))$ is a constant in $t$. Moreover, if $\phi_{t}$ is the flow of $X_{H}$ then $H \circ \phi_{t}=H$ for each $t$.

Proposition 2.3.11. (Volumen Preservation) Let $(M, \omega, H)$ be a Hamiltonian mechanical system and let $\phi_{t}$ be the flow of $X_{H}$. Then for each $t, \phi_{t}^{*} \omega=\omega$, that is, $\phi_{t}$ is a symplectic and volumen preserving.

Proposition 2.3.12. Let $F_{t} \in \operatorname{Diff}(M)$ be the flow of $X_{H}$, then $F_{t}^{*} \omega=\omega$ for each $t$, i.e, $\left\{F_{t}\right\}$ is a family of symplectomorphisms.

### 2.4 The Gotay-Nester-Hinds Algorithm

By definition, if $(M, \omega)$ is a symplectic manifold then the equation

$$
\begin{equation*}
i_{X} \omega=\alpha \tag{2.4.1}
\end{equation*}
$$

has always a unique solution $X \in \mathfrak{X}(M)$, whatever the 1 -form $\alpha \in T^{*} M$ is (Proposition (2.3.6). We suppose that $\operatorname{dim} M=2 n$; then the solution vector field $X \in X(M)$ is locally given by

$$
\begin{equation*}
X=\omega^{\sharp}(\alpha)=\left(\omega^{b}\right)^{-1}(\alpha)=\sum_{i, j=1}^{2 n} \omega^{i j} \alpha_{j} \frac{\partial}{\partial x^{i}}, \tag{2.4.2}
\end{equation*}
$$

where $\left(x^{1}, \ldots, x^{2 n}\right)$ are arbitrary local coordinates on $M, \omega^{i j}$ is the inverse coeficient matrix of $\omega$, with $\omega=\sum_{1 \leq i<j \leq 2 n} \omega_{i j} d x^{i} \wedge d x^{j}$, and $\alpha=\sum_{j=1}^{2 n} \alpha_{j} d x^{j}$. If we instead choose Darboux coordinates $\left(q^{1}, \ldots, q^{n}, p_{1}, \ldots, p_{n}\right)$ for $M$ and write

$$
X=X^{i} \frac{\partial}{\partial q^{i}}+X_{i} \frac{\partial}{\partial p_{i}} \quad \text { and } \quad \alpha=\alpha_{i} \mathrm{~d} q^{i}+\alpha^{i} \mathrm{~d} p_{i}
$$

then

$$
\begin{equation*}
X^{i}=\alpha^{i} \quad \text { and } \quad X_{i}=-\alpha_{i} . \tag{2.4.3}
\end{equation*}
$$

This equations will appear again in later sections in slightly different ways.
The aim of the Gotay-Nester-Hinds (GNH) algorithm (see reference [37]) is to study the equation 2.4.1 whenever the closed 2 -form $\omega$ is symplectic or degenerate, that is, when $\omega$ is presymplectic. It manages to circumvent the degeneracy problems that often appear in mechanics, even though it is totally geometric and may be studied appart of any physical meaning. Equation (2.4.1) could not be solvable for a presymplectic form $\omega$ over the whole manifold $M$, but it could be at some points of $M$. The objective of the GNH algorithm is to find a submanifold $N$ of $M$ such that equation 2.4.1 has solutions in $N$, more precisely, to find the biggest submanifold $N$ of $M$ such that there exists a vector field $X \in \mathfrak{X}(N)$ that satisfies

$$
\begin{equation*}
\left.i_{j_{*} X} \omega\right|_{N}=\left.\alpha\right|_{N} \tag{2.4.4}
\end{equation*}
$$

for a prescribed 1-form $\alpha \in \Omega(M)$, where $j$ is the inclusion $j: N \hookrightarrow M$. The manifold $N$ will, of course, depend on the 1 -form $\alpha$.

Remark 2.4.1. Even though they are quite similar, Equation 2.4.4) should not be confused with the following one

$$
i_{X}\left(j^{*} \omega\right)=j^{*} \alpha
$$

While the latter must be satisfied for any vector field $Y$ "over" $N$, that is

$$
\left(j^{*} \omega\right)(X, Y)=\left(j^{*} \alpha\right)(Y), \quad \forall Y \in \mathfrak{X}(N),
$$

the former is more restrictive and must be satisfied for any vector field $Y$ "along" $N$, that is

$$
\omega\left(j_{*} X, Y\right)=\alpha(Y), \quad \forall Y \in \mathfrak{X}(j) .
$$

Given a presymplectic 2-form $\omega$ over a manifold $M$, let $\alpha \in \Omega(M)$ be any 1-form. We start defining the subset $M_{1}$ of points $x$ of $M$ such that $\alpha(x)$ is in the range of $\omega^{b}(x)$, that is,

$$
M_{1}:=\left\{x \in M: \alpha(x) \in \omega^{b}(T M)\right\} .
$$

The subset $M_{1}$ does not need to be a manifold, fact that is imposed, being $j_{1}: M_{1} \hookrightarrow M$ the inclusion. The equation (2.4.1) restricted to $M_{1}$,

$$
\left.i_{X} \omega\right|_{M_{1}}=\left.\alpha\right|_{M_{1}},
$$

is solvable, but this does not imply that $X$ is a solution in the sense of equation (2.4.4). It could be possible that, at some point $x \in M_{1}$, the vector $X(x)$ is not tangent to $M_{1}$, what will happen when $\alpha(x)$ is not in the range of $\omega^{b}(x)$ restricted to $j_{1 *}\left(T M_{1}\right)$. We are then forced to define a new "submanifold" $j_{2}: M_{2} \hookrightarrow M_{1}$ by

$$
M_{2}:=\left\{x \in M_{1}: \alpha(x) \in \omega^{b}\left(j_{1 *}\left(T M_{1}\right)\right)\right\} .
$$

As before, the solutions of the equation (2.4.1) restricted to $M_{2}$,

$$
\left.i_{X} \omega\right|_{M_{2}}=\left.\alpha\right|_{M_{2}},
$$

may not be tangent to $M_{2}$, therefore we require $\left.\alpha\right|_{M_{2}}$ to be in the range of $\omega^{b}$ restricted to $\left(j_{2} \circ j_{1}\right)_{*}\left(T M_{2}\right)$.

We thus continue this process, defining a chain of further constraint submanifolds

$$
\ldots \hookrightarrow M_{l} \stackrel{j_{l}}{\hookrightarrow} M_{l-1} \hookrightarrow \ldots \hookrightarrow M_{1} \stackrel{j_{1}}{\hookrightarrow} M
$$

as follows

$$
\begin{equation*}
M_{l+1}:=\left\{x \in M_{l}: \alpha(x) \in \omega^{b}\left(\left(j_{1} \circ \cdots \circ j_{l}\right)_{*}\left(T M_{l}\right)\right)\right\} . \tag{2.4.5}
\end{equation*}
$$

At each step, we must assume that the constraint set $M_{l}$ is a smooth manifold (an alternate algorithm for the case when the constraint sets are not smooth submanifolds may be found in [46]). In the end, the algorithm will stop when, for some $k \geq 0, M_{k+1}=M_{k}$. We then take $N:=M_{k}$ and $j:=j_{k} \circ \cdots \circ j_{1}$. Mainly, two different cases may happen:
$-\operatorname{dim} N=0$ : The Hamiltonian system $(M, \omega, \alpha)$ has no dynamics. Furthermore, if $N=\emptyset$, there are no solutions at all and $(M, \omega, \alpha)$ does not accurately describe the dynamics of any system. On the contrary, if $N \neq \emptyset$, then $N$ consists of (steady) isolated points.

- $\operatorname{dim} N \neq 0:(M, \omega, \alpha)$ describes a dynamical system restricted to $N$ and we have completely consistent equations at motion on $N$ of the form

$$
\left.\left(i_{X} \omega-\alpha\right)\right|_{N}=0
$$

### 2.5 Skinner and Rusk Formalism: An unifying framework

In this section we describe the unifying formalism of the Lagrangian-Hamiltonian mechanics introduced by R. Skinner and R. Rusk in [65]. This formalism includes the Lagrangian and Hamiltonian formalism of first order autonomous systems, and allows us to recover the dynamic equations in one or another, just as we shall see below.

We consider a dynamical system of $n$ degrees of freedom modeled by a configuration space $Q$ of dimension $n$. The behavior of this is described by the Lagrangian $L \in \mathcal{C}^{\infty}(T Q)$ which contain the information of the dynamics associated with the system.

Consider the following phase space,

$$
T Q \times_{Q} T^{*} Q \simeq T Q \oplus_{Q} T^{*} Q
$$

that is, the Whitney sum of the velocities space and phase space. This space is endowed with two canonical projections, $p r_{1}: T Q \times_{Q} T^{*} Q \rightarrow T Q$ and $p r_{2}: T Q \times_{Q} T^{*} Q \rightarrow T^{*} Q$. In what follows we denote by $W$ the Whitney sum. Using the canonical projections of the fiber bundle and cotangent bundle over the manifold $Q$ we have the following commutative diagram,


Figure 2.1: Skinner and Rusk formalism
If $(U, \varphi)$ is a local chart of $Q$, and $\varphi=\left(q^{i}\right), i=1, \ldots, n$; we can obtain natural coordinates of $T Q$ and $T^{*} Q$ by $\tau_{Q}^{-1}(U)$ and $\pi_{Q}^{-1}(U)$ respectively. These coordinates are $\left(q^{i}, v^{i}\right)$ and $\left(q^{i}, p_{i}\right)$ respectively. Therefore, $\left(q^{i}, v^{i}, p_{i}\right)$ are natural coordinates in $W$. Observe that $\operatorname{dim}(W)=3 n$.

Let $\theta \in \Omega\left(T^{*} Q\right)$ be the Liouville one-form of the cotangent bundle and $\omega=-d \theta \in$ $\Omega^{2}\left(T^{*} Q\right)$ the canonical symplectic two form on $T^{*} Q$. From this we can define the 2-form $\Omega$ on $W$ as

$$
\Omega=p r_{2}^{*}(\omega) \in \Omega^{2}(W)
$$

Observe that $\Omega$ is a closed 2 -form, because

$$
\Omega=p r_{2}^{*}(\omega)=p r_{2}^{*}(-d \theta)=-d p r_{2}^{*}(\theta)
$$

Nevertheless, this form is degenerate and therefore is a presymplectic form. Using the expression on local coordinates, $\omega=d q^{i} \wedge d p_{i}$ and $p r_{2}\left(q^{i}, v^{i}, p_{i}\right)=\left(q^{i}, p_{i}\right)$ we have that

$$
\begin{aligned}
\Omega & =p r_{2}^{*}(\omega)=p r_{2}^{*}\left(d q^{i} \wedge d p_{i}\right)=p r_{2}^{*}\left(d q^{i}\right) \wedge p r_{2}^{*}\left(d p_{i}\right) \\
& =d p r_{2}^{*}\left(q^{i}\right) \wedge d p r_{2}^{*}\left(p_{i}\right)=d q^{i} \wedge d p_{i}
\end{aligned}
$$

From this local expression, is clear that $\left\{\frac{\partial}{\partial v^{i}}\right\}$ is a local basis of the kernel for $\Omega$, that is,

$$
\operatorname{Ker} \Omega=\left\langle\frac{\partial}{\partial v^{i}}\right\rangle
$$

and therefore the 2 -form $\Omega$ is degenerate.
Then, we have a presymplectic manifold $(W, \Omega)$ and our objective is to obtain a presymplectic Hamiltonian system in order to deduce the dynamic equations following the procedure given in [61, [18, [5]. Nevertheless, in this formalism we suppose that the information of the dynamics is specified by a Lagrangian $L \in \mathcal{C}^{\infty}(T Q)$; which is not enough to directly define a Hamiltonian system.

To define a Hamiltonian function first consider the function $C \in \mathcal{C}^{\infty}(W)$, defined canonically in the following way: if $p \in Q, v_{p} \in T_{p} Q$ is a tangent vector of $Q$ at $p$ and $\alpha_{p} \in T^{*} Q$ is a covector on $p$, we define $C$ as

$$
\begin{array}{ll}
C: & T Q \times_{Q} T^{*} Q \rightarrow \mathbb{R} \\
& \left(p, v_{p}, \alpha_{p}\right) \mapsto\left\langle\alpha_{p}, v_{p}\right\rangle,
\end{array}
$$

where $\left\langle\alpha_{p}, v_{p}\right\rangle \equiv \alpha_{p}\left(v_{p}\right)$ is the canonical pairing between elements of $T Q$ and $T^{*} Q$. In local coordinates, if we consider a local chart on $p \in Q, \alpha_{p}=\left.p_{i} d q^{i}\right|_{p}, v_{p}=\left.v^{i} \frac{\partial}{\partial q^{i}}\right|_{p}$; the local expression of $C$ is

$$
C\left(p, v_{p}, \alpha_{p}\right)=\left\langle\alpha_{p}, v_{p}\right\rangle=\left\langle\left. p_{i} d q^{i}\right|_{p},\left.v^{i} \frac{\partial}{\partial q^{i}}\right|_{p}\right\rangle=\left.p_{i} v^{i}\right|_{p}
$$

Then, we define the Hamiltonian $H \in \mathcal{C}^{\infty}(W)$ by

$$
H=C-p r_{1}^{*}(L)=p_{i} v^{i}-L\left(q^{j}, v^{j}\right)
$$

and therefore we have a presymplectic Hamiltonian system $(W, \Omega, H)$. Since we have a presymplectic Hamiltonian system, the GNH algorithm given in Section 2.4 can be applied and the equations of motion are given by the solutions of

$$
i_{X} \Omega=d H
$$

where $X \in \mathfrak{X}(W)$ is the Hamiltonian vector field of the system.

## Chapter 3

## Mechanical Systems on Lie Groups

Poincaré contributions are relevant in the development of mechanical systems involving Lie groups. First is his work on gravitating fluid problem [63], continuing the line of investigation begun by MacLaurin, Jacobi and Riemann. Following the historical review given by D. Holm [39], [40], Poincare's work is summarized in Chandrasekhar [1967,1977] (see Poincaré [62] for original treatments). This background led to his famous paper, Poincaré [62] in which he laid out the basic equations of Euler type, including the rigid body, heavy top and fluids as special cases.

In this chapter, we give an abstract version of these equations which are determined by a Lagrangian on a Lie algebra. In the paper by Poincaré 62] these equations have the name of Euler-Poincaré equations. This is why now a days the equations of motion for this kind of mechanical systems are known as the Euler-Poincaré equations.

These equations are characterized by Euler-Poincaré theorem. This theorem will be presented in this chapter. Briefly, it stat that if we suppose that the configuration space for our mechanical systems is a Lie group $G$ and let $L: T G \rightarrow \mathbb{R}$ be a left-invariant Lagrangian; denoting by $l: \mathfrak{g} \rightarrow \mathbb{R}$ the restriction of $L$ to the tangent space of $G$ at the identity and for a curve $g(t) \in G$ let $\xi(t)=g^{-1}(t) \dot{g}(t)$; then the following are equivalent (see [8], [39, [55]):
(i) $g(t)$ satisfies the Euler-Lagrange equations for $L$ on $G$,
(ii) The Euler-Poincaré equations hold:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial l}{\partial \xi}=a d_{\xi}^{*} \frac{\partial l}{\partial \xi}, \tag{3.0.1}
\end{equation*}
$$

where $a d_{\xi}: \mathfrak{g} \rightarrow \mathfrak{g}$ is defined by $a d_{\xi} \eta=[\xi, \eta]$ and $a d_{\xi}^{*}$ is its dual.
These equations are valid for either finite or infinite dimensional Lie algebras and for this reason sometimes we use the notation $\delta$ instead of $\partial$ to denote the partial derivative. For fluids, Poincaré was aware that one needs to use infinite dimensional Lie algebras (see [62]). He was also aware that one has to be careful with the signs in the equations; for example, for rigid body dynamics one uses the equations as they stand, but for fluids, one needs to be careful about the conventions for the Lie algebra operation $a d_{\xi}$. (see [40] and reference therein).

Moreover, in the finite dimensional case, by making the following Legendre transformation from $\mathfrak{g}$ to $\mathfrak{g}^{*}$ :

$$
\begin{equation*}
\mu=\frac{\partial l}{\partial \xi}, \quad h(\mu)=\mu_{i} \xi^{i}-l(\xi) \tag{3.0.2}
\end{equation*}
$$

it follows that the Euler-Poincaré equations are equivalent to the Lie-Poisson equations:

$$
\begin{equation*}
\frac{d \mu}{d t}=a d_{\frac{\partial b}{\partial \mu}}^{*} \mu . \tag{3.0.3}
\end{equation*}
$$

For example, consider the Lie algebra $\mathbb{R}^{3}$ with the usual vector cross product. For $l: \mathbb{R}^{3} \rightarrow \mathbb{R}$, the Euler-Poincaré equations become

$$
\frac{d}{d t} \frac{\partial l}{\partial \Omega}=\frac{\partial l}{\partial \Omega} \times \Omega
$$

which are the Euler equations for the rigid body motion. Here $\Omega=\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)$ is the body angular velocity and $l(\Omega)=\frac{1}{2}\left(I_{1} \Omega_{1}^{2}+I_{2} \Omega_{2}^{2}+I_{3} \Omega_{3}^{2}\right)$ the Lagrangian which is the (rotational) kinetic energy of the rigid body.

These equations were written for a certain class of Lagrangians $l$ by Lagrange 48, while Poincaré 62] generalized them to an arbitrary Lie algebra [40].

The rigid body equations are usually written as

$$
\begin{aligned}
I_{1} \dot{\Omega}_{1} & =\left(I_{2}-I_{3}\right) \Omega_{2} \Omega_{3}, \\
I_{2} \dot{\Omega}_{2} & =\left(I_{3}-I_{1}\right) \Omega_{3} \Omega_{1}, \\
I_{3} \dot{\Omega}_{3} & =\left(I_{1}-I_{2}\right) \Omega_{1} \Omega_{2},
\end{aligned}
$$

where $I_{1}, I_{2}, I_{3}$ are the moments of inertia of the rigid body.
Now, we introduce the angular momenta

$$
\Pi_{i}=I_{i} \Omega_{i}=\frac{\partial l}{\partial \Omega_{i}} \quad \quad i=1,2,3
$$

so that the Euler equations become

$$
\begin{aligned}
& \dot{\Pi}_{1}=\frac{I_{2}-I_{3}}{I_{2} I_{3}} \Pi_{2} \Pi_{3} \\
& \dot{\Pi}_{2}=\frac{I_{2}-I_{1}}{I_{3} I_{1}} \Pi_{3} \Pi_{1}, \\
& \dot{\Pi}_{3}=\frac{I_{1}-I_{2}}{I_{1} I_{2}}
\end{aligned}
$$

that is,

$$
\dot{\Pi}=\Pi \times \Omega
$$

which are the Lie-Poisson equations for the rigid body motion. These equations are the Hamiltonian version of Euler'e equations for the Hamiltonian

$$
H=\frac{1}{2}\left(\frac{\Pi_{1}^{2}}{I_{1}}+\frac{\Pi_{2}^{2}}{I_{2}}+\frac{\Pi_{3}^{2}}{I_{3}}\right) .
$$

### 3.1 Trivialization of a cotangent bundle of a Lie group

Let $G$ be a Lie group and $\mathfrak{g}$ its Lie algebra. Given $\xi \in \mathfrak{g}$ the differential equation

$$
\dot{g}=g \xi, \quad g(0)=g_{0}, \quad g \in G
$$

has an unique solution $g(t)=g_{0} \exp (t \xi)$.
Proposition 3.1.1. Given $g \in G$,

$$
T_{g} G=\{g \xi, \mid \xi \in \mathfrak{g}\}=g \mathfrak{g}
$$

Proof: The tangent space at $g$ of $G$ is:

$$
T_{g} G=\{\dot{g}(0) \mid g(t) \in G, g(0)=g\}
$$

We can translate this curve starting at $g$ to another curve starting at the identity $e$ :

$$
c(t)=g^{-1}(0) g(t)
$$

Then

$$
\dot{c}(0)=g^{-1}(0) \dot{g}(0) \in \mathfrak{g}
$$

Denoting by $\xi=\dot{c}(0)$ we have to

$$
\dot{g}(0)=g \xi
$$

Thus, we deduce that $T_{g} G \subseteq g \mathfrak{g}$. Since both have the same dimension, it follows that $T_{g} G=g \mathfrak{g}$.

Definition 3.1.2. Let $E$ a vector space where $\operatorname{dim} E=\operatorname{dim} Q$. A trivialization of a cotangent bundle $T^{*} Q$ of a differentiable manifold $M$ is a diffeomorphism

$$
\Psi: Q \times E \rightarrow T^{*} Q
$$

such that

- $\Psi(q, e) \in T_{q}^{*} Q$, con $(q, e) \in Q \times E$,
- $\Psi(q, \cdot): E \rightarrow T_{q}^{*} Q$ is an isomorphism between vector spaces for each $q \in Q$.

For all points ( $q, e$ ) we have the following identifications [56]

$$
\begin{aligned}
& T_{(q, e)}(E \times Q) \simeq T_{e} E \oplus T_{q} Q \simeq E \times T_{q} Q \\
& T_{(q, e)}^{*}(E \times Q) \simeq T_{e}^{*} E \oplus T_{q}^{*} Q \simeq E^{*} \times T_{q}^{*} Q
\end{aligned}
$$

Now, let $G$ be a Lie group and consider the left-multiplication on itself

$$
G \times G \longrightarrow G, \quad(g, h) \rightarrow £_{g}(h)=g h .
$$

Obviously $£_{g}$ is a diffeomorphism. (The same is valid for the right-translation, but in the sequel we only work with the left-translation, for sake of simplicity).

This left multiplication allows us to trivialize the tangent bundle $T G$ and the cotangent bundle $T^{*} G$ as follows

$$
\begin{aligned}
T G & \rightarrow G \times \mathfrak{g}, \quad(g, \dot{g}) \longmapsto\left(g, g^{-1} \dot{g}\right)=\left(g, T_{g} £_{g^{-1}} \dot{g}\right)=(g, \xi), \\
T^{*} G & \rightarrow G \times \mathfrak{g}^{*}, \quad\left(g, \alpha_{g}\right) \longmapsto\left(g, T_{e}^{*} £_{g}\left(\alpha_{g}\right)\right)=(g, \alpha),
\end{aligned}
$$

where $\mathfrak{g}=T_{e} G$ is the Lie algebra of $G$ and $e$ is the neutral element of $G$. In the same way, we have the following identifications: $T T G \equiv G \times 3 \mathfrak{g}, T^{*} T G=G \times \mathfrak{g} \times 2 \mathfrak{g}^{*}, T T^{*} G=$ $G \times \mathfrak{g}^{*} \times \mathfrak{g} \times \mathfrak{g}^{*}$ and $T^{*} T^{*} G=G \times 3 \mathfrak{g}^{*}$.

Now, we will write the as is write the Liouville 1 -form $\Theta \in \Lambda^{1}\left(T^{*} G\right)$ as a 1-form $\widehat{\Theta}=\mathcal{L}^{*} \Theta \in \Lambda^{1}\left(G \times \mathfrak{g}^{*}\right)$. In a similar way, we will obtain the 2-form $\widetilde{\omega}=-d \widehat{\Theta}=\mathcal{L}^{*} \omega$, where $\omega$ is the canonical symplectic two form on $T^{*} G$.

To compute these forms we need first to find out what is the tangent application of $\tau \circ \mathcal{L}$. Given $\xi \in \mathfrak{g}$ and $\beta \in \mathfrak{g}^{*}$ consider the application

$$
\begin{aligned}
\varphi_{t}^{(\xi, \beta)}: G \times \mathfrak{g}^{*} & \longrightarrow G \times \mathfrak{g}^{*} \\
(g, \alpha) & \longrightarrow(g \exp t \xi, \alpha+t \beta)
\end{aligned}
$$

$\varphi_{t}^{(\xi, \beta)}$ is the flow of the vector fields $X^{(A, \beta)}$ on $G \times \mathfrak{g}^{*}$ defined by

$$
X^{(\xi, \beta)}(g, \alpha)=(g \xi, \beta)
$$

Therefore, the tangent application of $\tau \circ \mathcal{L}$ is:

$$
\begin{aligned}
T_{(g, \alpha)}(\tau \circ \mathcal{L})(g \xi, \beta) & =\left.\frac{d}{d t}\right|_{t=0} \tau \circ \mathcal{L}\left(\varphi_{t}^{(\xi, \beta)}(g, \alpha)\right) \\
& =\left.\frac{d}{d t}\right|_{t=0} g \exp t \xi=g \xi
\end{aligned}
$$

To this we can compute $\widehat{\Theta}$ :

$$
\begin{aligned}
\left\langle\widehat{\Theta}_{(g, \alpha)},(g \xi, \beta)\right\rangle & =\left\langle\Theta_{\mathcal{L}(g, \alpha)}, T_{(g, \alpha)} \mathcal{L}(g \xi, \beta)\right\rangle \\
& =\left\langle\alpha_{g}, T_{(g, \alpha)}(\tau \circ \mathcal{L})(g \xi, \beta)\right\rangle \\
& =\left\langle\alpha_{g}, g \xi\right\rangle=\langle\alpha, \xi\rangle=\alpha(\xi) .
\end{aligned}
$$

To compute the 2 -form $\widehat{\omega}$ we use the formula

$$
\begin{aligned}
& -d \widehat{\Theta}\left(X^{(\xi, \beta)}, X^{(\eta, \gamma)}\right)= \\
& \left.\left.\left.\left.\left.-X^{(\xi, \beta)}\right\lrcorner d\left(X^{(\eta, \gamma)}\right\lrcorner \widehat{\Theta}\right)+X^{(\eta, \gamma)}\right\lrcorner d\left(X^{(\xi, \beta)}\right\lrcorner \widehat{\Theta}\right)+\left[X^{(\xi, \beta)}, X^{(\eta, \gamma)}\right]\right\lrcorner \widehat{\Theta}
\end{aligned}
$$

where $\lrcorner$ denotes the contraction operator.
After some computations, we have

$$
\begin{aligned}
\left.\left.X^{(\xi, \beta)}\right\lrcorner d\left(X^{(\eta, \gamma)}\right\lrcorner \widehat{\Theta}\right)(g, \alpha) & \left.=L_{X(\xi, \beta)}\left(X^{(\eta, \gamma)}\right\lrcorner \widehat{\Theta}\right)(g, \alpha) \\
& \left.=\left.\frac{d}{d t}\right|_{t=0}\left(\varphi_{t}^{(\xi, \beta)}\right)^{*}\left(X^{(\eta, \gamma)}\right\lrcorner \widehat{\Theta}\right)(g, \alpha) \\
& =\left.\frac{d}{d t}\right|_{t=0}\left\langle\widehat{\Theta}(g \exp t \xi, \alpha+t \beta), X^{(\eta, \gamma)}(g \exp t \xi, \alpha+t \beta)\right\rangle \\
& =\left.\frac{d}{d t}\right|_{t=0}\langle\widetilde{\Theta}(g \exp t \xi, \alpha+t \beta),(g \exp (t \xi) \eta, \gamma)\rangle \\
& =\left.\frac{d}{d t}\right|_{t=0}(\alpha+t \beta)(\eta)=\beta(\eta)
\end{aligned}
$$

The second term is computed in a similar form being this $\alpha(\xi)$.
For the third factor we observe that

$$
\begin{aligned}
{\left[X^{(\xi, \beta)}, X^{(\eta, \gamma)}\right](g, \alpha) } & =\left.\frac{d}{d t}\right|_{t=0}\left(\varphi_{-\sqrt{t}}^{(\eta, \gamma)} \circ \varphi_{-\sqrt{t}}^{(\xi, \beta)} \circ \varphi_{\sqrt{t}}^{(\eta, \gamma)} \circ \varphi_{\sqrt{t}}^{(\xi, \beta)}\right)(g, \alpha) \\
& =\left.\frac{d}{d t}\right|_{t=0}(g \exp \sqrt{t} \xi \exp \sqrt{t} \eta \exp -\sqrt{t} \xi \exp -\sqrt{t} \eta, \alpha) \\
& =(g[\xi, \eta], 0)
\end{aligned}
$$

Therefore,

$$
\widehat{\Theta}\left(\left[X^{(\xi, \beta)}, X^{(\eta, \gamma)}\right]\right)(g, \alpha)=\widehat{\Theta}(g, \alpha)(g[\xi, \eta], 0)=\alpha([\xi, \eta])
$$

Finally,

$$
\widetilde{\omega}(g, \alpha)((g \xi, \beta),(g \eta, \gamma))=-\beta(\eta)+\alpha(\xi)+\alpha([\xi, \eta])
$$

### 3.2 Euler-Arnold Equations

In this section we find the Hamiltonian equation on the cotangent bundle of a Lie group, which has been trivialized using a left translation.

We suppose that $\mathcal{H}: T^{*} G \longrightarrow \mathbb{R}$ is a differentiable function. The Hamiltonian vector field $X_{\mathscr{H}}$ over the symplctic manifold $\left(T^{*} G, \Omega\right)$ is defined by the equations

$$
i_{X_{\mathfrak{H}}} \omega=d \mathcal{H}
$$

Consider the Hamiltonian function $H: G \times \mathfrak{g}^{*} \longrightarrow \mathbb{R}$ defined by $H(g, \alpha)=\mathcal{H}(\mathcal{L}(g, \alpha))=$ $\mathcal{H}\left(\alpha_{g}\right)$. In this way we want to search the vector field

$$
i_{X_{H}} \widetilde{\omega}=d H
$$

We will find the Hamiltonian equations; that is, the equations which characterize the integral curves of the Hamiltonian vector field $X_{H}$ on $G \times \mathfrak{g}^{*}$. In this context the equations are known as Euler-Arnold equations.

For each function $f: G \times \mathfrak{g}^{*} \longrightarrow \mathbb{R}$ denote by $\frac{\partial f}{\partial g}$ and $\frac{\partial f}{\partial \alpha}$ the partial derivatives of $f$; that is

- $\frac{\partial f}{\partial g}$ is the differential of the restriction of $f$ with values $\alpha=$ constant,
- $\frac{\partial f}{\partial \alpha}$ is the differential of the restriction of $f$ with values $g=$ constant.

Then $\frac{\partial f}{\partial g}(g, \alpha) \in T_{g}^{*} G$ and $\frac{\partial f}{\partial \alpha}(g, \alpha) \in\left(\mathfrak{g}^{*}\right)^{*}=\mathfrak{g}$. Therefore, for $\eta \in \mathfrak{g}, \beta \in \mathfrak{g}^{*}$.

$$
\begin{aligned}
d H(g, \alpha)(g \eta, \beta) & =\frac{\partial f}{\partial g}(g, \alpha) g \eta+\frac{\partial f}{\partial \alpha}(g, \alpha) \beta \\
& =\frac{\partial f}{\partial g}(g, \alpha) T_{e} L_{g} \eta+\beta\left(\frac{\partial f}{\partial \alpha}(g, \alpha)\right)
\end{aligned}
$$

As $X_{H}(g, \alpha) \in T_{g} G \times \mathfrak{g}^{*}$ the, we can write

$$
X_{H}(g, \alpha)=(g X(g, \alpha), \Lambda(g, \alpha))=\left(T_{g} L_{g}(X(g, \alpha)), \Lambda(g, \alpha)\right)
$$

But, by definition of $X_{H}$ :

$$
d H(g, \alpha)(g \eta, \beta)=\widetilde{\omega}(g, \alpha)(g X(g, \alpha), \Lambda(g, \alpha)),(g \eta, \beta))
$$

for all $\eta \in \mathfrak{g}$ y $\beta \in \mathfrak{g}^{*}$. In other form,

$$
d H(g, \alpha)(g \eta, \beta)=-\Lambda(g, \alpha)(\eta)+\beta(X(g, \alpha))+\alpha([X(g, \alpha), \eta])
$$

Taking $\eta=0$ we obtain that

$$
\beta\left(\frac{\partial H}{\partial \alpha}(g, \alpha)\right)=\beta(X(g, \alpha))
$$

for all $\beta \in \mathfrak{g}^{*}$. Therefore,

$$
X(g, \alpha)=\frac{\partial H}{\partial \alpha}(g, \alpha)
$$

Now, if we take $\beta=0$, then,

$$
\frac{\partial H}{\partial g}(g, \alpha) g \eta=-\Lambda(g, \alpha) \eta+\alpha([X(g, \alpha), \eta])
$$

or alternatively

$$
\frac{\partial H}{\partial g}(g, \alpha) T_{e} L_{g} \eta=-\Lambda(g, \alpha) \eta+\left(a d_{X}^{*} \alpha\right)(\eta)
$$

for all $\eta \in \mathfrak{g}$. Therefore,

$$
\Lambda(g, \alpha)=-\left(T_{e} L_{g}\right)^{*} \frac{\partial H}{\partial g}(g, \alpha)+a d_{\partial H / \partial \alpha}^{*} \alpha
$$

Then, the Euler-Arnold equations are

$$
\begin{aligned}
\dot{g} & =T_{I} L_{g} \frac{\partial H}{\partial \alpha}(g, \alpha) \\
\dot{\alpha} & =-\left(T_{e} L_{g}\right)^{*} \frac{\partial H}{\partial g}(g, \alpha)+a d_{\partial H / \partial \alpha}^{*} \alpha
\end{aligned}
$$

When the Hamiltonian $\mathcal{H}$ is left-invariant, $\frac{\partial H}{\partial g}=0$ and the Euler-Arnold equations are written as the Lie-Poisson equations

$$
\begin{aligned}
\dot{g} & =T_{e} L_{g} \frac{\partial H}{\partial \alpha}(g, \alpha) \\
\dot{\alpha} & =a d_{\partial H / \partial \alpha}^{*} \alpha
\end{aligned}
$$

### 3.2.1 Euler-Arnold equations for the rigid body

In this subsection we compute the Euler-Arnold equations of the rigid body. We refer to [56], [55], 39] and [50] on the results given in this subsection.

First recall that the Lie algebra $\mathfrak{s o}(3)$ is equipped with the Lie bracket [, ] defined by the relations

$$
\left[E_{1}, E_{2}\right]=E_{1} E_{2}-E_{2} E_{1}=E_{3}, \quad\left[E_{2}, E_{3}\right]=E_{1}, \quad\left[E_{3}, E_{1}\right]=E_{2}
$$

where $\left\{E_{1}, E_{2}, E_{3}\right\}$ is the standard basis of $\mathfrak{s o}(3)$ :

$$
E_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right), \quad E_{2}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad E_{3}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Shortly,

$$
\left[E_{i}, E_{j}\right]=\sum_{k=1}^{3} \epsilon_{i j k} E_{k}
$$

where $\epsilon_{i j k}=0$ if some subindex coincides; $\epsilon_{i j k}=1$ if $(i j k)$ is an even permutation of (123); and $\epsilon_{i j k}=-1$ if $(i j k)$ is an odd permutation.

Now, consider the linear application $i: \mathfrak{s o}(3) \longrightarrow \mathbb{R}^{3}$ defined by

$$
i\left(\begin{array}{lll}
0 & -a_{3} & a_{2} \\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right)=\left(a_{1}, a_{2}, a_{3}\right)=a
$$

Observe that $i\left(E_{1}\right)=(1,0,0), i\left(E_{2}\right)=(0,1,0)$ and $i\left(E_{3}\right)=(0,0,1)$.
By the identification

$$
i([\xi, \eta])=i\left(\sum_{i, j, k=1}^{3} \epsilon_{i j k} \xi_{i} \eta_{j} E_{k}\right)=\sum_{i, j, k=1}^{3} \epsilon_{i j k} \xi_{i} \eta_{j}=\xi \times \eta
$$

we have that,
Proposition 3.2.1. $i$ is an isomorphism between the Lie algebras $(\mathfrak{s o}(3),[]$,$) and \left(\mathbb{R}^{3}, \times\right)$, where $\times$ denotes the cross product in $\mathbb{R}^{3}$.

Sometimes we denote $i^{-1}(\mathbf{a})=\hat{\mathbf{a}}$. We shall revisit the last property using this notation. As $\mathbf{a} \times \mathbf{b}=\hat{\mathbf{a}} \mathbf{b}$ then, for all $\mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}^{3}$ it follows that

$$
\begin{aligned}
{[\hat{\mathbf{a}}, \hat{\mathbf{b}}] \mathbf{c} } & =(\hat{\mathbf{a}} \hat{\mathbf{b}}) \mathbf{c}-(\hat{\mathbf{b}} \hat{\mathbf{a}}) \mathbf{c} \\
& =\hat{\mathbf{a}}(\mathbf{b} \times \mathbf{c})-\hat{\mathbf{b}}(\mathbf{a} \times \mathbf{c}) \\
& =\mathbf{a} \times(\mathbf{b} \times \mathbf{c})-\mathbf{b} \times(\mathbf{a} \times \mathbf{c}) \\
& =(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}=\hat{\mathbf{a} \times \mathbf{b}} \mathbf{c}
\end{aligned}
$$

Lemma 3.2.2. Let us consider an element $g \in S O(3)$. Then for all vectors $\boldsymbol{u}, \boldsymbol{v}$ in $\mathbb{R}^{3}$,

$$
g(\boldsymbol{u} \times \boldsymbol{v})=(g \boldsymbol{u}) \times(g \boldsymbol{v}) .
$$

Proof. Fix an orthogonal basis oriented to the right in $\mathbb{R}^{3}$. Let $\left\{u_{1}, u_{2}, u_{3}\right\}$ and $\left\{v_{1}, v_{2}, v_{3}\right\}$ be the components of $\mathbf{u}$ and $\mathbf{v}$ is this basis. In the same basis denote the components of $g$ by $g^{i j}$. As $g$ is a rotation then, $g^{i j} g^{k j}=\delta^{i k}$ where $\delta^{i k}$ is the Kronecker delta. The $i$-th coordinate of $\mathbf{u} \times \mathbf{v}$ will be equal to $(\mathbf{u} \times \mathbf{v})_{i}=\sum_{i, j=1}^{3} \epsilon_{i j k} u_{j} v_{k}$. For the $k$-th coordinate of $(g \cdot \mathbf{u}) \times(g \cdot \mathbf{v})$ it holds that

$$
\begin{aligned}
((g \cdot \mathbf{u}) \times(g \cdot \mathbf{v}))_{k} & =\epsilon_{i m k} g^{i j} g^{m n} u_{j} v_{n} \\
& =\epsilon_{i m l} \delta^{k l} g^{i j} g^{m n} u_{j} v_{n} \\
& =\epsilon_{i m l} g^{k r} g^{l r} g^{i j} g^{m n} u_{j} v_{n} \\
& =\epsilon_{j n r} \operatorname{det} g g^{k r} u_{j} v_{n} .
\end{aligned}
$$

understanding the sum over the same indices. In the last line we use that $\epsilon_{i j k} g^{i m} g^{j n} g^{k r}=$ $\epsilon_{m n r} \epsilon_{i j k} g^{i 1} g^{j 2} g^{k 3}=\epsilon_{m n r} \operatorname{det} g$. As $\operatorname{det} g=1$, it follows that

$$
\begin{aligned}
((g \cdot \mathbf{u}) \times(g \cdot \mathbf{v}))_{k} & =g^{k r} \epsilon_{j n r} u^{j} v^{n} \\
& =g^{k r}(\mathbf{u} \times \mathbf{v})_{r} \\
& =(g \cdot \mathbf{u} \times \mathbf{v})_{k}
\end{aligned}
$$

Proposition 3.2.3. $i$ changes the adjoint action of $S O(3)$ on $\mathfrak{s o ( 3 )}$ with the usual action of $S O(3)$ in $\mathbb{R}^{3}$.

Proof: Let $g \in S O(3)$ and define the application $\Psi_{g}: \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}$ by $x \longrightarrow i\left(A d_{g} i^{-1}(x)\right)=$ $i\left(A d_{g} \hat{x}\right)$. For all $y \in \mathbb{R}^{3}$ it can be verified that

$$
\begin{aligned}
\left(\Psi_{g}(x), y\right) & =\left(g \hat{x} g^{-1}\right) y=g \hat{x}\left(g^{-1} y\right) \\
& =g\left(x \times g^{-1} y\right) \\
& =(g x) \times y=(g x, y)
\end{aligned}
$$

applying (3.2.2).
Also, we can identify $\mathfrak{s o}(3)^{*}$ with $\mathbb{R}^{3}$ by the standard scalar product in $\mathbb{R}^{3}$, therefore $\alpha \in \mathfrak{s o}(3)^{*}$ is identified with an element $\tilde{\alpha} \in \mathbb{R}^{3}$ such as

$$
\alpha(\hat{a})=:(\tilde{\alpha}, a), \text { for all } a \in \mathbb{R}^{3}
$$

Consider the Hamiltonian $H: S O(3) \times \mathfrak{s o}(3)^{*} \longrightarrow \mathbb{R}$ defined by

$$
H(g, \alpha)=\frac{1}{2}\left(\frac{\left(\alpha\left(E_{1}\right)\right)^{2}}{I_{1}}+\frac{\left(\alpha\left(E_{2}\right)\right)^{2}}{I_{2}}+\frac{\left(\alpha\left(E_{3}\right)\right)^{2}}{I_{3}}\right)
$$

which express as a Hamiltonian $H: S O(3) \times \mathbb{R}^{3} \longrightarrow \mathbb{R}$ as: if $\tilde{\alpha}=\left(\Pi_{1}, \Pi_{2}, \Pi_{3}\right) \in \mathbb{R}^{3}$ then

$$
H(g, \tilde{\alpha})=\frac{1}{2}\left(\frac{\Pi_{1}^{2}}{I_{1}}+\frac{\Pi_{2}^{2}}{I_{2}}+\frac{\Pi_{3}^{2}}{I_{3}}\right)
$$

the classical Hamiltonian for the rigid body motion.

As $\frac{\partial H}{\partial \alpha} \in \mathfrak{s o}(3)$ then, for all $\xi \in \mathfrak{s o}(3)$ it follows that

$$
\begin{aligned}
\left\langle a d\left(\frac{\partial H}{\partial \alpha}\right)^{*} \alpha, \xi\right\rangle & =\left\langle\alpha, a d\left(\frac{\partial H}{\partial \alpha}\right) \xi\right\rangle \\
& =\left\langle\alpha,\left[\frac{\partial H}{\partial \alpha}, \xi\right]\right\rangle \\
& =\alpha\left(i\left(\frac{\partial \bar{H}}{\partial \alpha}\right) \times i(\xi)\right) \\
& =\left(\tilde{\alpha}, i\left(\frac{\partial H}{\partial \alpha}\right) \times i(\xi)\right) \\
& =\left(\tilde{\alpha} \times i\left(\frac{\partial H}{\partial \alpha}\right), i(\xi)\right)
\end{aligned}
$$

By (3.2.3), since $i\left(\frac{\partial H}{\partial \alpha}\right)=\left(\frac{\Pi_{1}}{I_{1}}, \frac{\Pi_{2}}{I_{2}}, \frac{\Pi_{3}}{I_{3}}\right)$ the Euler-Arnold equations (in this case, LiePoisson) are:

$$
\begin{aligned}
\dot{g} & =g\left(\begin{array}{ccc}
0 & -\frac{\Pi_{3}}{I_{3}} & \frac{\Pi_{2}}{I_{2}} \\
\frac{\Pi_{3}}{I_{3}} & 0 & \frac{\Pi_{1}}{I_{1}} \\
-\frac{\Pi_{2}}{I_{2}} & \frac{\Pi_{1}}{I_{1}} & 0
\end{array}\right) \\
\left(\dot{\Pi}_{1}, \dot{\Pi}_{2}, \dot{\Pi}_{3}\right) & =\left(\Pi_{1}, \Pi_{2}, \Pi_{3}\right) \times\left(\frac{\Pi_{1}}{I_{1}}, \frac{\Pi_{2}}{I_{2}}, \frac{\Pi_{3}}{I_{3}}\right)
\end{aligned}
$$

The last equation can be written as:

$$
\begin{aligned}
\dot{\Pi}_{1} & =\frac{I_{2}-I_{3}}{I_{2} I_{3}} \Pi_{2} \Pi_{3} \\
\dot{\Pi}_{2} & =\frac{I_{3}-I_{1}}{I_{1} I_{3}} \Pi_{1} \Pi_{3} \\
\dot{\Pi}_{3} & =\frac{I_{1}-I_{2}}{I_{1} I_{2}} \Pi_{1} \Pi_{2}
\end{aligned}
$$

### 3.3 Euler-Lagrange Equations on Lie Groups

The configuration of a satellite can be described by the location of its mass center and the orientation of this in a three-dimensional space. The location can be expressed in Euclidean space, but the attitude evolves in a nonlinear space that has a certain geometry. The attitude of a rigid body (for example, a satellite) is defined as the direction of a bodyfixed frame with respect to a reference frame, considered as a linear transformation on the vector space $\mathbb{R}^{3}$; the attitude of a rigid body can be represented mathematically by a $3 \times 3$ orthonormal matrix (in general will be an element of the Lie group configuration). We require that its determinant is positive in order to preserve the ordering of the orthonormal axes according to the right-hand rule. These are some of our motivations to study in what follows the variational derivation of the Euler-Lagrange equations for Lagrangians defined in the left trivialized space $G \times \mathfrak{g}$. These equations generalize the the equations of motion for the attitude dynamics of a rigid body when the Lie group is $S O(3)$ and they are of interest in aeronautics and spacial engineering.

Consider a mechanical system evolving on a Lie group $G$. We derive the corresponding Euler-Lagrange equations from a variational principle. We trivialize (by a left trivialization) the tangent space $T G$ as $G \times \mathfrak{g}$. A tangent vector $(g, \dot{g}) \in T_{g} G$ is expressed as $\dot{g}=T_{e} L_{g} \cdot \xi=g \xi$.

In the sequel, we assume that the Lagrangian of the mechanical system is given by $L(g, \xi): G \times \mathfrak{g} \rightarrow \mathbb{R}$ and we define the action map as

$$
\mathcal{A}=\int_{t_{0}}^{t_{f}} L(g, \xi) d t, \quad t_{0}, t_{f} \in[0, T] \subset \mathbb{R}
$$

Hamilton's principle states that the variation of the action integral is equal to zero,

$$
\delta \mathcal{A}=\delta \int_{t_{0}}^{t_{f}} L(g, \xi) d t=0
$$

Let $g(t)$ be a differential curve in $G$ defined for $t \in\left[t_{0}, t_{f}\right]$. The variation is a differentiable mapping $g_{\epsilon}(t):(-c, c) \times\left[t_{0}, t_{f}\right] \rightarrow 0$ for $c>0$ such that $g_{0}(t)=g(t), \forall t \in\left[t_{0}, t_{f}\right]$ and $g_{\epsilon}\left(t_{0}\right)=g\left(t_{0}\right), g_{\epsilon}\left(t_{f}\right)=g\left(t_{f}\right) \forall \epsilon \in(-c, c)$. We express the variation using the exponential map (see [2], [39] and [55] for other approaches), $g_{\epsilon}(t)=g \exp \epsilon \eta(t)$, for any arbitrary curve $\eta(t) \in \mathfrak{g}$. These variations are well defined for some constant $c$ because the exponential map is a local diffeomorphism between $\mathfrak{g}$ and $G$, and it satisfies the properties of the fixed points $\eta\left(t_{0}\right)=\eta\left(t_{f}\right)=0$. Since this is obtained by a group operation, it is also guaranteed that the variation lies on $G$ for any $\eta(t)$.

The infinitesimal variation of $g$ is given by,

$$
\begin{equation*}
\delta g(t)=\left.\frac{d}{d t}\right|_{\epsilon=0} g_{\epsilon}(t)=\left.T_{e} L_{g(t)} \frac{d}{d t}\right|_{\epsilon=0} \exp \epsilon \eta(t)=g(t) \eta(t) . \tag{3.3.1}
\end{equation*}
$$

For each $t \in\left[t_{0}, f_{f}\right]$, the infinitesimal variation $\delta g(t)$ lies in the tangent space $T_{g(t)} G$. Using this expression and $\dot{g}=g \xi$, the infinitesimal variation of $\xi(t)$ is obtained as follows (see [10], [50] for example).

$$
\begin{equation*}
\delta \xi(t)=\dot{\eta}+a d_{\xi(t)} \eta(t) . \tag{3.3.2}
\end{equation*}
$$

The equations (3.3.1) and (3.3.2) are infinitesimal variations of $(g(t), \xi(t)):\left[t_{0}, t_{f}\right] \rightarrow$ $G \times \mathfrak{g}$, respectively.

The variation of the Lagrangian is written as

$$
\delta L(g, \xi)=\frac{\partial L}{\partial g} \delta g+\frac{\partial L}{\partial \xi} \delta \xi,
$$

where $\frac{\partial L}{\partial g} \in T^{*} G$ denotes the derivative of $L$ with respect to $g$, given by

$$
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} L\left(g_{\epsilon}, \xi\right)=\frac{\partial L}{\partial g} \delta g
$$

and $\frac{\partial L}{\partial \xi}(g, \xi) \in \mathfrak{g}^{*}$ is defined similarly.

Therefore,

$$
\begin{aligned}
& \delta L(g, \xi)=\left\langle\frac{\partial L}{\partial g}(g, \xi), \delta g\right\rangle+\left\langle\frac{\partial L}{\partial \xi}(g, \xi), \delta \xi\right\rangle= \\
& \left\langle\frac{\partial L}{\partial g}(g, \xi),\left(T_{e} L_{g} \circ T_{g} L_{g^{-1}}\right) \delta g\right\rangle+\left\langle\frac{\partial L}{\partial \xi}(g, \xi), \delta \xi\right\rangle
\end{aligned}
$$

because $T\left(L_{g} \circ L_{g^{-1}}\right)=T L_{g} \circ T L_{g^{-1}}$ is equal to the identity on $T G$. Substituting (3.3.1) and 3 3.3.2 we have that

$$
\begin{align*}
\delta L(g, \xi) & =\left\langle\frac{\partial L}{\partial g}(g, \xi), T_{e} L_{g} \cdot \eta\right\rangle+\left\langle\frac{\partial L}{\partial \xi}(g, \xi), \dot{\eta}+a d_{\xi} \eta\right\rangle  \tag{3.3.3}\\
& =\left\langle T_{e}^{*} L_{g} \cdot \frac{\partial L}{\partial g}(g, \xi)+a d_{\xi}^{*} \cdot \frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle+\left\langle\frac{\partial L}{\partial \xi}(g, \xi), \dot{\eta}\right\rangle
\end{align*}
$$

Therefore, the variation of the action integral is given by

$$
\delta \mathcal{A}=\int_{t_{0}}^{t_{f}} \delta L(g, \xi) d t
$$

Substituting (3.3.3) and using integration by parts, the variation of the action integral is given by

$$
\begin{aligned}
& \delta \mathcal{A}=\int_{t_{0}}^{t_{f}}\left(\left\langle T_{e}^{*} L_{g} \cdot \frac{\partial L}{\partial g}(g, \xi)+a d_{\xi}^{*} \cdot \frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle+\left\langle\frac{\partial L}{\partial \xi}(g, \xi), \dot{\eta}\right\rangle\right) d t \\
& =\left.\left\langle\frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle\right|_{t_{0}} ^{t_{f}}-\int_{t_{0}}^{t_{f}}\left\langle T_{e}^{*} L_{g} \cdot \frac{\partial L}{\partial g}(g, \xi)+a d_{\xi}^{*} \cdot \frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle d t \\
& -\int_{t_{0}}^{t_{f}}\left\langle\frac{d}{d t} \frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle d t .
\end{aligned}
$$

Since $\eta(t)=0$ at $t=t_{0}$ and $t=t_{f}$, the first term of the above equation vanishes, thus we obtain

$$
\begin{equation*}
\delta \mathcal{A}=\int_{t_{0}}^{t_{f}}\left(\left\langle T_{e}^{*} L_{g} \cdot \frac{\partial L}{\partial g}(g, \xi)+a d_{\xi}^{*} \cdot \frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle-\left\langle\frac{d}{d t} \frac{\partial L}{\partial \xi}(g, \xi), \eta\right\rangle\right) d t \tag{3.3.4}
\end{equation*}
$$

From Hamilton's principle $\delta \mathcal{A}=0 \forall \eta \in \mathfrak{g}$. Then, the corresponding Euler-Lagrange equations for $L: G \times \mathfrak{g} \rightarrow \mathbb{R}$ are given by

$$
\begin{align*}
0 & =\frac{d}{d t} \frac{\partial L}{\partial \xi}(g, \xi)-a d_{\xi}^{*} \frac{\partial L}{\partial \xi}(g, \xi)-\left(T_{e}^{*} L_{g}\right) \cdot \frac{\partial L}{\partial g}(g, \xi),  \tag{3.3.5}\\
\dot{g} & =g \xi . \tag{3.3.6}
\end{align*}
$$

If the Lagrangian is left-invariant the resulting equation is equivalent to the EulerPoincaré eqs. and (3.3.6) is the reconstruction equation (see [55]). Therefore, both (3.3.5) and (3.3.6) can be considered as a generalization of the Euler-Poincaré equations.

Remark 3.3.1. If we consider the identification of the tangent bundle $T G$ with $G \times \mathfrak{g}$ by a right-trivialization, the corresponding Euler-Lagrange equations for $L: G \times \mathfrak{g} \rightarrow \mathbb{R}$ are given by

$$
\begin{align*}
0 & =\frac{d}{d t} \frac{\partial L}{\partial \xi}(g, \xi)+a d_{\xi}^{*} \frac{\partial L}{\partial \xi}(g, \xi)-\left(T_{e}^{*} R_{g}\right) \cdot \frac{\partial L}{\partial g}(g, \xi),  \tag{3.3.7}\\
\dot{g} & =\xi g \tag{3.3.8}
\end{align*}
$$

### 3.3.1 Legendre Transformation

As before, we identify the tangent space $T G$ with $G \times \mathfrak{g}$ using a left-trivialization. In the same way, we can identify the cotangent bundle $T^{*} G$ with $G \times \mathfrak{g}^{*}$. For a given Lagrangian, the Legendre transformation $\mathbb{F} L: G \times \mathfrak{g} \rightarrow G \times \mathfrak{g}^{*}$ is defined as

$$
\mathbb{F} L(g, \xi)=(g, \mu),
$$

where $\mu \in \mathfrak{g}^{*}$ is given by $\mu=\frac{\partial L}{\partial \xi}(g, \xi)$.
If the Lagrangian is hyperregular, the induced Hamiltonian system on $G \times \mathfrak{g}^{*}$, via the Legendre transformation yields Hamilton's equation that are equivalent to Euler-Lagrange equations

$$
\begin{aligned}
0 & =\frac{d}{d t} \mu-a d_{\xi}^{*} \mu-\left(T_{e}^{*} L_{g}\right) \cdot \frac{\partial L}{\partial g}(g, \xi), \\
\dot{g} & =g \xi
\end{aligned}
$$

### 3.3.2 Simplecticity and Momentum Preservation

In this subsection we show two properties, the simplecticity and momentum preservation of the Lagrangian flow.

Simplecticity: Let $\Theta_{L}$ be the Lagrangian one-form on $G \times \mathfrak{g}$ defined by

$$
\Theta_{L}(g, \xi) \cdot(\delta g, \delta \xi)=\left\langle\frac{\partial L}{\partial \xi}(g, \xi), g^{-1} \delta g\right\rangle .
$$

The canonical symplectic 2-form is given by $\Omega_{L}=-d \Theta_{L}$ and the flow map $\mathcal{F}_{L}:(G \times$ $\mathfrak{g}) \times\left[0, t_{f}-t_{0}\right] \rightarrow G \times \mathfrak{g}$ as the flow of the Euler-Lagrange equations for $L: G \times \mathfrak{g} \rightarrow \mathbb{R}$

Proposition 3.3.2 ([50], [39], [55]). The lagrangian flow preserves the Lagrangian symplectic 2-form,

$$
\left(\mathcal{F}_{L}^{T}\right)^{*} \Omega_{L}=\Omega_{L}
$$

for $T=t_{f}-t_{0}$.
Proof: Define the solution space $C_{L}$ to be the set of solutions $g(t):\left[t_{0} ; t_{f}\right] \rightarrow G$ of the Euler-Lagrange equations for $L$ over $G \times \mathfrak{g}$. Since an element of $C_{L}$ is uniquely determined
by the initial condition $(g(0) ; \xi(0)) \in G \times \mathfrak{g}$, we can identify $C_{L}$ with the space of initial conditions $G \times \mathfrak{g}$. Define the restricted action map $\widehat{\mathcal{A}}: G \times \mathfrak{g} \rightarrow \mathbb{R}$ by $\widehat{\mathcal{A}}\left(g_{0}, \xi_{0}\right)=\mathcal{A}(g(t))$, where $g(t) \in C_{L}$ with $\left(g(0) ; g^{-1}(0) \dot{g}_{( }(0)\right)=\left(g_{0} ; \xi_{0}\right)$. Since the curve $g(t)$ satisfies the EulerLagrange equations we have that

$$
d \widehat{\mathcal{A}} \cdot w=\left\langle\left(\left(\mathcal{F}_{L}^{T}\right)^{*} \Theta_{L}-\Theta_{L}\right) \cdot ; w\right\rangle=0
$$

where $w=\left(\delta g_{0}, \delta \xi_{0}\right)$. We take the exterior derivative in previous equality since exterior derivatives and pull back commute, we obtain

$$
d^{2} \widehat{\mathcal{A}} \cdot w=\left\langle\left(\left(\mathcal{F}_{L}^{T}\right)^{*} d \Theta_{L}-d \Theta_{L}\right) ; w\right\rangle
$$

Using that $d^{2} \widehat{\mathcal{A}}=0$ we proof that the Lagrnagian flow preserves the canonical symplectic 2-form.

Noether's Theorem Suppose that a Lie group $H$ with Lie algebra $\mathfrak{h}$ acts on $G$. We consider the left action $\Phi: H \times G \rightarrow G$ such that $\Phi(e, g)=g$ and $\Phi\left(h, \Phi\left(h^{\prime}, g\right)\right)=\Phi\left(h h^{\prime}, g\right)$ for any $g \in G$ and $h, h^{\prime} \in H$. The left trivialization is given by $\phi_{L}: T G \rightarrow G \times \mathfrak{g}$ as $\phi_{L}(g, \dot{g})=\left(g, g^{-1} \dot{g}\right)$. The infinitesimal generators $\zeta_{G}: G \rightarrow G \times \mathfrak{g}$ and $\zeta_{G \times \mathfrak{g}}: G \times \mathfrak{g} \rightarrow$ $T(G \times \mathfrak{g}) \simeq G \times \mathfrak{g}$ for the action where $\zeta \in \mathfrak{h}$, are given by

$$
\begin{gathered}
\zeta_{G}(g)=\left.\phi_{L} \circ \frac{d}{d t}\right|_{\epsilon=0} \Phi_{\exp _{H} \epsilon \zeta}(g) \\
\zeta_{G \times \mathfrak{g}}(g, \xi)=\left.\frac{d}{d t}\right|_{\epsilon=0} \phi_{L} \circ T_{g} \Phi_{\exp _{H} \epsilon \zeta}(g) \cdot\left(\phi_{L}^{-1}(g, \xi)\right)
\end{gathered}
$$

We define the momentum map $J_{L}: G \times \mathfrak{g} \rightarrow \mathfrak{h}^{*}$ as

$$
J(g, \xi) \cdot \zeta=\Theta_{L} \cdot \zeta_{G \times \mathfrak{g}}(g, \xi)
$$

Proposition 3.3.3 ([39, [50], [55]). Suppose that the Lagrangian is infinitesimal invariant under the lifted action for any $\zeta \in \mathfrak{h}$. Then, the Lagrangian flow preserves the momentum map

$$
J_{L}\left(\mathcal{F}_{L}^{T}(g, \xi)\right)=J_{L}(g, \xi)
$$

Proof: Since $d L(g ; \xi) \cdot \zeta_{G \times \mathfrak{g}}=0$ implies that $d \mathcal{A} \cdot \zeta_{G \times \mathfrak{g}}=0$, where we consider that the group action $\Phi_{h}$ is applied to each point of a curve. The invariance of the action integral implies that the action maps a solution curve to another solution curve. Thus, we can restrict $d \mathcal{A} \cdot \zeta_{G \times \mathfrak{g}}=0$ to the solution space to obtain $d \widehat{\mathcal{A}} \cdot \zeta_{G \times \mathfrak{g}}=0$, and using that

$$
d \widehat{\mathcal{A}} \cdot \zeta_{G \times \mathfrak{g}}=\left(\left(\mathcal{F}_{L}^{T}\right)^{*} \Theta_{L}-\Theta_{L}\right) \cdot \zeta_{G \times \mathfrak{g}}=0
$$

and substituting the definition of the momentum map into this, we have the preservation of the flow under the momentum map.

### 3.3.3 Attitude Dynamic of a Rigid Body on $S O(3)$

In this subsection we develop following the ideas given in [[50, [39, [55], [49] the continuous Euler-Lagrange equations for the attitude dynamics of the rigid body on the special orthogonal group $S O(3)$ according to the Hamilton's variational principle.

Taking the control of a satellite as motivation, consider a rigid body that can freely rotate around pivot point fixed in an element frame. The pivot point may not be located at the mass center of the rigid body, and it is assumed that there exists a potential field that depends on the attitude. We consider a body fixed frame whose origin is located at the pivot point.

The configuration manifold for the attitude dynamics of a rigid body is the special orthogonal group $S O(3)$. A rotation matrix $R \in S O(3)$ is a linear transformation from a representation of a vector in the body fixed frame into a representation of the vector in the inertial frame. The attitude kinematics equations are given by

$$
\begin{equation*}
\dot{R}=R \hat{\Omega}, \tag{3.3.9}
\end{equation*}
$$

where the angular velocity represented in the body fixed frame is denoted by $\Omega \in \mathbb{R}^{3}$, and the hat map $\hat{:}: \mathbb{R}^{3} \rightarrow \mathfrak{s o}(3)$ is an isomorphism between $\mathbb{R}^{3}$ and the set of skewsymmetric matrices, the Lie algebra $\mathfrak{s o}(3)$, for $\Omega=\left[\Omega_{1}, \Omega_{2}, \Omega_{3}\right] \in \mathbb{R}^{3}$. The Lie bracket on $\mathfrak{s o}(3)$ corresponds to cross product on $\mathbb{R}^{3}$, that is, $\left[\hat{\Omega}, \hat{\Omega}^{\prime}\right]=\Omega \times \Omega^{\prime}$ for $\Omega, \Omega^{\prime} \in \mathbb{R}^{3}$.

Using these kinematic equations, the tangent bundle $T S O(3)$ can be identified with $S O(3) \times \mathfrak{s o}(3)$ after a left trivialization. Then we can define the Lagrangian function $L$ over $S O(3) \times \mathfrak{s o}(3)$.

The Lagrangian $L: S O(3) \times \mathfrak{s o}(3) \rightarrow \mathbb{R}$ is the difference between the kinetic energy $T: S O(3) \times \mathfrak{s o}(3) \rightarrow \mathbb{R}$ and the attitude dependent potential $U: S O(3) \rightarrow \mathbb{R}$.

$$
L(R, \Omega)=T(R, \Omega)-U(R)
$$

Let $\rho \in \mathbb{R}^{3}$ be the vector form the pivot to a mass element represented in the body fixed frame. The mass element has a velocity $\Omega \times \rho$. Thus, the kinematic energy is given by

$$
\begin{equation*}
\frac{1}{2} \int_{\mathcal{B}}\|\hat{\Omega} \rho\|^{2} d m(\rho) \tag{3.3.10}
\end{equation*}
$$

where the region of the body is denoted by $\mathcal{B}$. Since $\hat{\Omega} \rho=-\hat{\rho} \Omega$, the equation 3.3.10 can be written as

$$
\begin{aligned}
T(\Omega) & =\frac{1}{2} \int_{\mathcal{B}}\|\hat{\rho} \Omega\|^{2} d m(\rho)=\int_{\mathcal{B}}(\hat{\rho} \Omega)^{T}(\hat{\rho} \Omega) d m(\rho) \\
& =\frac{1}{2} \int_{\mathcal{B}} \Omega^{T} \hat{\rho}^{T} \hat{\rho} \Omega d m(\rho)=\frac{1}{2} \Omega^{T} J \Omega,
\end{aligned}
$$

where the moment of inertia matrix $J \in \mathbb{R}^{3}$ is defined as $J=\int_{\mathcal{B}} \hat{\rho}^{T} \hat{\rho} d m$.
Alternatively, using the property $\|x\|^{2}=x^{T} x=\operatorname{tr}\left(x x^{T}\right)$ for any $x \in \mathbb{R}^{3}$, equation (3.3.10) can be written as

$$
\begin{align*}
T(\Omega) & =\frac{1}{2} \int_{\mathcal{B}} \operatorname{tr}\left(\hat{\Omega} \rho \rho^{T} \hat{\Omega}^{T}\right) d m(\rho)  \tag{3.3.11}\\
& =\frac{1}{2} \operatorname{tr}\left(\hat{\Omega} J_{d} \hat{\Omega}^{T}\right), \tag{3.3.12}
\end{align*}
$$

where a nonstandard moment of inertia matrix is defined as $J_{d}=\int_{\mathcal{B}} \rho \rho^{T} d m$.
In summary, the kinetic energy can be written in the standard form (3.3.11) or in a non-standard form (3.3.12). In (3.3.11), the kinetic energy is expressed as a function of the angular moment of inertia matrix, and in (3.3.12), it is expressed as a function of the Lie algebra with the non-standard momenta of inertia matrix. In this thesis we use the non-standard form. The Lagrangian function of the attitude dynamics of the rigid body is given by

$$
\begin{equation*}
L(R, \Omega)=\frac{1}{2} \operatorname{tr}\left(\hat{\Omega} J_{d} \hat{\Omega}^{T}\right)-U(R) \tag{3.3.13}
\end{equation*}
$$

Before proceeding to the next step, we are going to study the relationship between the moment of inertia matrix $J$ and the non-standard moment of inertial matrix $J_{d}$. If we express $\rho$ in coordinates as $\rho=[x, y, z]$, the inertia momenta are given by

$$
\begin{aligned}
& J=\int_{\mathcal{B}}\left(\begin{array}{ccc}
y^{2}+z^{2} & -x y & -z x \\
-x y & z^{2}+x^{2} & -y z \\
-z x x & -y z & x^{2}+y^{2}
\end{array}\right) d m, \\
& J_{d}=\int_{\mathcal{B}}\left(\begin{array}{ccc}
x^{2} & x y & z x \\
x y & y^{2} & y z \\
z x & y z & z^{2}
\end{array}\right) d m .
\end{aligned}
$$

Using the property $\hat{\rho}^{T} \hat{\rho}=\left(\rho^{T} \rho\right) I_{3 \times 3}-\rho \rho^{T}$, it can be shown that

$$
\begin{equation*}
J_{d}=\frac{1}{2} \operatorname{tr}(J) I_{3 \times 3}-J . \tag{3.3.14}
\end{equation*}
$$

Furthermore, the following equation is satisfied for any $\Omega \in \mathbb{R}^{3}$.

$$
\begin{equation*}
\widehat{J \Omega}=\hat{\Omega} J_{d}+J_{d} \hat{\Omega} \tag{3.3.15}
\end{equation*}
$$

Using the expression of the Lagrangian function, the action integral is defined as,

$$
\begin{align*}
\mathcal{A} & =\int_{t_{0}}^{t_{f}} L(R, \Omega) d t  \tag{3.3.16}\\
& =\int_{t_{0}}^{t_{f}}\left(\frac{1}{2} \operatorname{tr}\left(\hat{\Omega} J_{d} \hat{\Omega}^{T}\right)-U(R)\right) d t . \tag{3.3.17}
\end{align*}
$$

Hamilton's principle states that this action integral does not vary to the first order for all possible variations of a curve in $S O(3)$.

$$
\begin{equation*}
\delta \mathcal{A}=\delta \int_{t_{0}}^{t_{f}}\left(\frac{1}{2} \operatorname{tr}\left(\hat{\Omega} J_{d} \hat{\Omega}^{T}\right)-U(R)\right) d t=0 \tag{3.3.18}
\end{equation*}
$$

Let $R(t)$ be a differentiable curve in $S O(3)$ defined for $t \in\left[t_{0}, t_{f}\right]$. The variation is a differentiable mapping $R_{\epsilon}(t):(-c, c) \times\left[t_{0}, t_{f}\right] \rightarrow S O(3)$ for $c>0$ such that $R_{0}(t)=$ $R(t), R_{\epsilon}\left(t_{0}\right)=R\left(t_{0}\right), R_{\epsilon}\left(t_{f}\right)=R\left(t_{f}\right)$ for any $\epsilon \in(-c, c)$. The infinitesimal variation is given by

$$
\delta R(t)=\left.\frac{d}{d t}\right|_{\epsilon=0} R_{\epsilon}(t) \in T_{R(t)} S O(3)
$$

The variation determines a family of neighboring curves for $R(t)$ that have the same end points parameterized by a single variable $\epsilon$. The infinitesimal variation of the rotation matrix using the exponential map as

$$
R_{\epsilon}(t)=R(t) \exp \epsilon \hat{\eta}(t),
$$

where $\eta(t)$ is defined as a differentiable curve in $\mathbb{R}^{3}$ so that $\hat{\eta}$ is a differentiable curve in $\mathfrak{s o}(3)$. This is well defined since the exponential map ia a local diffeomorphism between $\mathfrak{s o}(3)$ and $S O(3)$. Thus for any $\eta(t)$, there exists a constant $c>0$ such that this variation is defined for any $\epsilon \in(-c, c)$. The corresponding infinitesimal variation is given by

$$
\begin{align*}
\delta R(t) & =\left.\frac{d}{d t}\right|_{\epsilon=0} R_{\epsilon}(t)=\left.R(t) \sum_{i=0}^{\infty} \frac{d}{d t} \frac{1}{i} \frac{\epsilon^{i}}{} \hat{\eta}^{i}\right|_{\epsilon=0}  \tag{3.3.19}\\
& =R(t) \hat{\eta}(t) \in T_{R(t)} S O(3) .
\end{align*}
$$

Since differentiation and the variation commute, we obtain

$$
\delta \dot{R}(t)=\frac{d}{d t}(\delta R(t))=\dot{R}(t) \hat{\eta}(t)+R(t) \hat{\dot{\eta}}(t)
$$

The infinitesimal variation of the angular velocity can be obtained from the kinematic equation (3.3.9) as

$$
\begin{align*}
\delta \hat{\Omega}(t) & =\delta\left(R^{T}(t) \dot{R}(t)\right)=\delta R^{T}(t) \dot{R}(t)+R^{T}(t) \delta \dot{R}(t)  \tag{3.3.20}\\
& =-\hat{\eta}(t) \hat{\Omega}(t)+\hat{\Omega}(t) \hat{\eta}(t)+\dot{\dot{\eta}}(t) .
\end{align*}
$$

Since $\hat{x} \hat{y}-\hat{y} \hat{x}=\widehat{x \times y}$ for any $x, y \in \mathbb{R}^{3}$, this can be written as

$$
\begin{equation*}
\delta \Omega(t)=\dot{\eta}(t)+\Omega(t) \times \eta(t) . \tag{3.3.21}
\end{equation*}
$$

Euler-Lagrange equations: Now, we find the infinitesimal variation of the action integral using (3.3.19) and (3.3.20) as follows,

$$
\begin{aligned}
& \delta \mathcal{A}=\int_{t_{0}}^{t_{f}} \frac{1}{2} \operatorname{tr}\left(\delta \hat{\Omega} J_{d} \hat{\Omega}^{T}\right)+\frac{1}{2} \operatorname{tr}\left(\hat{\Omega} J_{d} \delta \hat{\Omega}^{T}\right)-\delta U(R) d t \\
& =\int_{t_{0}}^{t_{f}}\left(-\frac{1}{2} \operatorname{tr}\left((\hat{\dot{\eta}}+\hat{\Omega} \hat{\eta}-\hat{\eta} \hat{\Omega}) J_{d} \hat{\Omega}\right)+\frac{1}{2} \operatorname{tr}\left(\hat{\Omega} J_{d}(-\hat{\dot{\eta}}+\hat{\eta} \hat{\Omega}-\hat{\Omega} \hat{\eta})\right)-\delta U(R)\right) d t \\
& =\int_{t_{0}}^{t_{f}}\left(-\frac{1}{2} \operatorname{tr}\left(\hat{\dot{\eta}}\left(J_{d} \hat{\Omega}+\Omega \hat{J}_{d}\right)\right)+\frac{1}{2} \operatorname{tr}\left(\hat{\eta} \hat{\Omega}\left(J_{d} \hat{\Omega}+\hat{\Omega} J_{d}\right)-\hat{\eta}\left(J_{d} \hat{\Omega}+\hat{\Omega} J_{d}\right) \hat{\Omega}\right)\right) d t \\
& -\int_{t_{0}}^{t_{f}} \delta U(R) d t,
\end{aligned}
$$

where we use the property $\operatorname{tr}(A B)=\operatorname{tr}(B A)$ for any matrices $A, B \in \mathbb{R}^{n \times n}$ repeatedly. Substituting (3.3.15), we obtain

$$
\begin{align*}
\delta \mathcal{A} & =\int_{t_{0}}^{t_{f}}\left(-\frac{1}{2} \operatorname{tr}(\hat{\dot{\eta}} \widehat{J \Omega})+\frac{1}{2} \operatorname{tr}(\hat{\eta}(\hat{\Omega} \widehat{J \Omega}-\widehat{J \Omega} \hat{\Omega}))-\delta U(R)\right) d t  \tag{3.3.22}\\
& =\int_{t_{0}}^{t_{f}}\left(-\frac{1}{2} \operatorname{tr}(\hat{\dot{\eta}} \widehat{J \Omega})+\frac{1}{2} \operatorname{tr}(\hat{\eta}(\Omega \times J \Omega))-\delta U(R)\right) d t .
\end{align*}
$$

The infinitesimal variation of the potential energy is given by

$$
\begin{align*}
\delta U(R) & =\left.\frac{d}{d \epsilon} U\left(R_{\epsilon}\right)\right|_{\epsilon=0}=\left.\sum_{i, j=1}^{3} \frac{\partial U}{\partial[R]_{i j}} \frac{\partial[R \exp \epsilon \hat{\eta}]_{i j}}{\partial \epsilon}\right|_{\epsilon=0}  \tag{3.3.23}\\
& =\sum_{i, j=1}^{3} \frac{\partial U}{\partial[R]_{i j}}[R \hat{\eta}]_{i j}=-\operatorname{tr}\left(\hat{\eta} R^{T} \frac{\partial U}{\partial R}\right)
\end{align*}
$$

where $[A]_{i j}$ denotes the $(i, j)$-th element of a matrix $A$, and $\frac{\partial U}{\partial R} \in \mathbb{R}^{3 \times 3}$ is defined such that $\left(\frac{\partial U}{\partial R}\right)_{i j}=\frac{\partial U(R)}{\partial[R]_{i j}}$. Substituting (3.3.22) and (3.3.23) and using integration by parts, we obtain

$$
\begin{equation*}
\delta \mathcal{A}=\int_{t_{0}}^{t_{f}} \frac{1}{2} \operatorname{tr}\left[\hat{\eta}\left((J \dot{\Omega}+\Omega \times J \Omega) \hat{}+2 R^{T} \frac{\partial U}{\partial R}\right)\right] d t . \tag{3.3.24}
\end{equation*}
$$

From Hamilton's principle, the above equation should be zero for all variations $\hat{\eta} \in \mathfrak{s o}(3)$. Given that $\hat{\eta}$ is skew-symmetric, the expression in the braces should be symmetric. Thus, we obtain the Euler-Lagrange equation

$$
(J \dot{\Omega}+\Omega \times J \Omega)-\frac{\partial U^{T}}{\partial R} R-R^{T} \frac{\partial U}{\partial R},
$$

or equivalently,

$$
J \dot{\Omega}+\Omega \times J \Omega=M
$$

where $M \in \mathbb{R}^{3}$ is determined by $S(M)=\frac{\partial U^{T}}{\partial R} R-R^{T} \frac{\partial U}{\partial R}$. More explicitly, it can be shown that the moment due to the attitude-dependent potential is given by

$$
\begin{equation*}
M=r_{1} \times u_{1}+r_{2} \times u_{2}+r_{3} \times u_{3}, \tag{3.3.25}
\end{equation*}
$$

where $r_{i}, u_{i} \in \mathbb{R}^{1 \times 3}$ are the $i$-th row vectors of $R$ and $\frac{\partial U}{\partial R}$, respectively.

$$
\begin{aligned}
\hat{M} & =\frac{\partial U^{T}}{\partial R} R-R^{T} \frac{\partial U}{\partial R} \\
& =\left(\begin{array}{lll}
u_{1}^{T} & u_{2}^{T} & u_{3}^{T}
\end{array}\right)\left(\begin{array}{c}
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right)-\left(\begin{array}{lll}
r_{1}^{T} & r_{2}^{T} & r_{3}^{T}
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right) \\
& =\left(u_{1}^{T} r_{1}-r_{1}^{T} u_{1}\right)+\left(u_{2}^{T} r_{2}-r_{2}^{T} u_{2}\right)+\left(u_{3}^{T} r_{3}-r_{3}^{T} u_{3}\right) .
\end{aligned}
$$

Since $\left(u^{T} r-r^{T} u\right)^{\widehat{x}}=\widehat{r \times u}$, we have

$$
\hat{M}=\left(r_{1} \times u_{1}+r_{2} \times u_{2}+r_{3} \times u_{3}\right) \hat{,}
$$

which is equivalent to (3.3.25).
The Legendre transformation $\mathbb{F} L:(S O(3) \times \mathfrak{s o}(3)) \rightarrow\left(S O(3) \times \mathfrak{s o}^{*}(3)\right)$ is defined as

$$
\mathbb{F} L(R, \hat{\Omega}) \cdot \hat{\eta}=\frac{1}{2} \operatorname{tr}\left[\widehat{J \Omega}^{T} \hat{\eta}\right]=\widehat{J \Omega} \cdot \hat{\eta}
$$

This gives the expression for the angular momenta expressed in the body fixed frame $\hat{\Pi}=\mathbb{F} L(R, \hat{\Omega})=\widehat{J \Omega}$ and from $\Pi=\frac{\partial L}{\partial \Omega}=J \Omega \in \mathbb{R}^{3}$ we obtain the Euler-Arnold's equations

$$
\dot{\Pi}+J^{-1} \Pi \times \Pi=M .
$$

Example 3.3.4 ( 50$]$ ). A 3D pendulum is a rigid body supported by a frictionless pivot acting under uniform gravitational potential. Let $\rho_{c} \in \mathbb{R}^{3}$ be the vector from the pivot to the mass center represented in the body fixed frame, and let $e_{3}=[0,0,1] \in \mathbb{R}^{3}$ be the gravity direction in the inertial frame. The gravitational potential energy is given by

$$
U(R)=-m g e_{3}^{T} R \rho_{c} .
$$

The derivative of the potential is

$$
\frac{\partial U}{\partial R}=-m g e_{3} \rho_{c}^{T},
$$

therefore the potential is $M=m g \rho_{c} \times R^{T} e_{3}$ becouse $u_{1}=u_{2}=0, u_{3}=-m g e_{3} \rho_{c}^{T}$.

### 3.4 Euler-Poincaré Equations

Let $G$ act on $T G$ by left-translation. A function $F: T G \rightarrow \mathbb{R}$ is called left invariant if and only if

$$
F(h(g, \dot{g}))=F(g, \dot{g}) \text { for all }(g, \dot{g}) \in T G
$$

where

$$
h(g, \dot{g}):=\left(g h, T_{e} L_{g}(\dot{h})\right) .
$$

When the lagrangian is left-invariant, we have the following identities

$$
L(g, \dot{g})=L\left(g^{-1} g, g^{-1} \dot{g}\right)=L\left(e, g^{-1} \dot{g}\right)=L(e, \xi) \text { for all }(g, \dot{g}) \in T G,
$$

where $\xi:=g^{-1} \dot{g}$. Note that in this case the Lagrangian satisfies

$$
L(g, \dot{g})=L(e, \xi),
$$

so it is independent of $g$. Then the Euler-Lagrange equations on $T G$ are rewritten as

$$
\frac{d}{d t}\left(\frac{\delta l}{\delta \xi}\right)=a d_{\xi}^{*} \frac{\delta l}{\delta \xi},
$$

where $l$ is defined to be the restriction of $L$ to $\mathfrak{g}$ :

$$
l: \mathfrak{g} \rightarrow \mathbb{R}, \quad l(\xi):=L(e, \xi) \text { for all } \xi \in \mathfrak{g}
$$

Now, we give the Euler-Poincaré reduction theorem [10, [40, [55].

## Theorem 3.4.1. (Euler-Poincaré Reduction Theorem)

Let $G$ be a Lie group and $L: T G \longrightarrow \mathbb{R}$ a left invariant Lagrangian. We define the reduced Lagrangian $l: \mathfrak{g} \longrightarrow \mathbb{R}$ as the restriction of $L$ to $\mathfrak{g}$. Then for a curve $g(t) \in G$, let $\xi(t)=T_{g(t)} L_{g(t)^{-1}} \dot{g}(t)$, the following statements are equivalent:
(i) $g(t)$ satisfies the Euler-Lagrange equations for $L$ defined on $T G$;
(ii) $g(t)$ extremize the functional

$$
g(\cdot) \longmapsto \int_{a}^{b} L(g(t), \dot{g}(t)) d t
$$

for variations among paths with fixed endpoints.
(iii) The (left-invariant) Euler-Poincaré equations hold:

$$
\frac{d}{d t} \frac{\delta l}{\delta \xi}=a d_{\xi}^{*} \frac{\delta l}{\delta \xi}
$$

(iv) $\xi(t)$ extremize

$$
\xi(\cdot) \longmapsto \int_{a}^{b} l(\xi(t)) d t
$$

for variations of the form

$$
\delta \xi=\dot{\eta}+[\xi, \eta]
$$

where $\eta(t)$ is an arbitrary path in $\mathfrak{g}$ that vanishes at the endpoints, i.e. $\eta(a)=\eta(b)=$ 0 .

Proof:
We assume the equivalence between (i) and (ii). The typical proof is given in an arbitrary configuration space $Q$ and therefore valid when $Q$ is a Lie group.

Now, we shall prove the equivalence between (ii) and (iv). For this, we need to compute the infinitesimal variations $\delta \xi$ where $\xi=g^{-1} \dot{g}$. Therefore, if we denote by $\delta g=d g_{\epsilon} / d \epsilon$ in $\epsilon=0$ for variations $g_{\epsilon}$ of $g$ and denote by $\eta=g^{-1} \delta g$ then the variations verify

$$
\delta \xi-\dot{\eta}=[\xi, \eta]
$$

and therefore, is easy to deduce the equivalence.
Finally, the equivalence between (iii) and (iv):

$$
\begin{aligned}
\delta \int l(\xi) d t & =\int \frac{\delta l}{\delta \xi} \delta \xi d t \\
& =\int \frac{\delta l}{\delta \xi}\left(\dot{\eta}+a d_{\xi} \eta\right) d t \\
& =\int\left[-\frac{d}{d t}\left(\frac{\delta l}{\delta \xi}\right)+a d_{\xi}^{*} \frac{\delta l}{\delta \xi}\right] \eta d t
\end{aligned}
$$

using integration by parts and the end points condition.
If we choose a basis $\left\{E_{1}, \ldots E_{n}\right\}$ of the Lie algebra $\mathfrak{g}$ such that

$$
\left[E_{i}, E_{j}\right]=C_{i j}^{k} E_{k}
$$

then any element is written as $\xi=\xi^{i} E_{i}$. In this coordinates, the Euler-Poincaré equations are written as

$$
\frac{d}{d t}\left(\frac{\delta l}{\delta \xi^{i}}\right)=C_{j i}^{k} \xi^{j} \frac{\delta l}{\delta \xi^{k}}
$$

Observe that if we take

$$
\alpha=\frac{\delta l}{\delta \xi} \in \mathfrak{g}^{*}
$$

we can define $\xi=\xi(\alpha)$ using this last expression. Then, we define

$$
h(\alpha)=\langle\alpha, \xi\rangle-l(\xi) .
$$

and therefore,

$$
\frac{\delta h}{\delta \alpha}=\xi+\left\langle\alpha, \frac{\delta \xi}{\delta \alpha}\right\rangle-\left\langle\frac{\delta l}{\delta \xi}, \frac{\delta \xi}{\delta \alpha}\right\rangle=\xi
$$

Then, we can write the equations of motion in the following form

$$
\dot{\alpha}=a d_{\delta h / \delta \alpha}^{*} \alpha
$$

that is, as the Lie-Poisson equations.
Remark 3.4.2. A similar statement holds, with obvious changes for right-invariant Lagrangian systems on TG. In this case the Euler-Poincaré equations are given by

$$
\frac{d}{d t} \frac{\delta l}{\delta \xi}=-a d_{\xi}^{*} \frac{\delta l}{\delta \xi}
$$

Reconstruction [39, [55]: The reconstruction of the solution $g(t)$ of the Euler-Lagrange equations, with initial conditions $g(0)=g_{0}$ and $\left.\dot{g}_{( } 0\right)=v_{0}$, is as follows: first, solve the initial value problem for the left invariant Euler-Poincaré equations:

$$
\frac{d}{d t} \frac{\delta l}{\delta \xi}=a d_{\xi}^{*} \frac{\delta l}{\delta \xi} \text { with } \xi(0)=\xi_{0}:=g_{0}^{-1} v_{0}
$$

Second, using the solution $\xi(t)$ of the above, find the curve $g(t) \in G$ by solving the reconstruction equation

$$
\dot{g}(t)=g(t) \xi(t) \text { with } g(0)=g_{0},
$$

which is a differential equation with time-dependent coefficients.

### 3.5 Euler-Poincaré Equations for the Motion of a Rigid Body

In this section we study in detail an example of mechanical system when defined on the Lie algebra $\mathfrak{s o}(3)$ of the Lie group $S O(3)$. This system describes the motion of a rigid body over a fixed point without external forces acting on it; understanding the rigid body as a system of particles where the distance between them is invariant. We start studying the kinematic, deducing the equations of motion applying a variational principle.

Consider a rigid body moving without external forces (that is, free) in the Euclidean space $\mathbb{R}^{3}$.

A configuration reference $\mathcal{B}$ consists on fixed the clausure of an open subset of $\mathbb{R}^{3}$ with smooth boundary.

Fix an orthonormal reference $\left(\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}\right)$, then a point $X \in \mathcal{B}$ (material point) has coordinates $X=\left(X_{1}, X_{2}, X_{3}\right)$ known as material coordinates.

A configuration on $\mathcal{B}$ is an application $\varphi: \mathcal{B} \rightarrow \mathbb{R}^{3}$ which is $C^{1}$, preserving the orientation and with invertible image.

Fix an orthonormal reference $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ in $\mathbb{R}^{3}$, then a point $x=\varphi(X)$ (spacial point) has coordinates $x=\left(x_{1}, x_{2}, x_{3}\right)$ called spacial coordinates.

A motion of $\mathcal{B}$ is a family of time dependent configurations. We use indistinctly the following notations

$$
x=\varphi(t, X)=\varphi_{t}(X)=x(t, X)=x_{t}(X)
$$

identifying $x(0, X) \equiv X$.
A rigid body is a collection of particles in such a away the distance between all pair of particles is fixed, independently of the moving of the body or forces actuating in the body. We suppose that the rigid body has a fixed center of mass in the origin. All isometry of $\mathbb{R}^{3}$ that leaves fixed the origin is an element of the orthogonal group (this theorem has been proved by Mazur and Ulam in 1923). Then

$$
x_{t}(X)=g(t) X
$$

In coordinates, $x_{i}(t)=g^{i j}(t) X_{j}, i, j=1,2,3$; where $\left(g^{i j}\right)$ is the matrix of $g$ relative to the basis $\left(\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}\right)$ and $x^{i}$ are the components of $x$ relative to the basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$.

We suppose that the dynamics is continua and $g(0)$ is the identity, then $\operatorname{det} g(t)=1$ and, therefore, $g(t) \in S O(3)$.

Then we conclude that:
The configuration space of a rigid body is $S O(3)$, its phase space of velocities is TSO(3) and the phase space of momenta is $T^{*} S O(3)$.

There are a third type of coordinates which is of our interest, the coordinates of the body or convective coordinates. They are coordinates associated to a reference which is moving with the body. We consider the time-dependent basis

$$
\xi_{i}=g(t) \mathbf{E}_{i}, \quad i=1,2,3
$$

The coordinates in the body of an element of $\mathbb{R}^{3}$ are coordinates with respect to the basis $\left\{\xi_{1}, \xi_{2}, \xi_{3}\right\}$.

### 3.5.1 The Lagrangian of the Rigid Body

The trajectory of a material point $X \in \mathcal{B}$ is $x(t)=g(t) X$ with $g(t) \in S O(3)$.
Definition 3.5.1. We define the Lagrangian velocity or Material velocity as:

$$
V(X, t)=\frac{\partial x}{\partial t}(X, t)=\dot{g}(t) X
$$

The Eulerian velocity or spacial velocity is given by

$$
v(x, t)=V(X, t)=\dot{g}(t) g(t)^{-1} x
$$

and the velocity of the body, $\mathcal{V}(x, t)$ is defined by taking the velocity regarding $X$ as time-dependent and $x$ fixed; that is, we write $X(t, x)=g^{-1}(t) x$ and define

$$
\begin{aligned}
\mathcal{V}(X, t) & =-\frac{\partial X}{\partial t}(x, t)=g(t)^{-1} \dot{g}(t) g(t)^{-1} x \\
& =g(t)^{-1} \dot{g}(t) X(t) \\
& =g(t)^{-1} V(X, t) \\
& =g(t)^{-1} v(x, t)
\end{aligned}
$$

We suppose that the distribution of the mass in the body is described by a density $\rho_{0} d^{3} X$ in the reference configuration, which is zero at points outside the body.

The Lagrangian is taken to be the kinetic energy given by the following expression

$$
\begin{aligned}
L & =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\|V(X, t)\|^{2} d^{3} X \\
& =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\|\dot{g}(t) X\|^{2} d^{3} X
\end{aligned}
$$

Since $g(t) \in S O(3)$, then differentiating with respect to $t, g(t)^{T} g(t)=e$ and $g(t) g(t)^{T}=$ $e$, it follows that both $g(t)^{-1} \dot{g}(t)$ and $\dot{g}(t) g(t)^{-1}$ are skew-symmetric and therefore are in $\mathfrak{s o}(3)$. Define, the spacial angular velocity $\omega(t)$ :

$$
\widehat{\omega}(t)=\dot{g}(t) g(t)^{-1}
$$

and the connective angular velocity $\Omega(t)$ :

$$
\widehat{\Omega}(t)=g(t)^{-1} \dot{g}(t)
$$

Observe that, $v(x, t)=\widehat{\omega(t)} x=\omega(t) \times x$ y $\mathcal{V}(X, t)=\widehat{\Omega(t)} X=\Omega(t) \times X$.
Since

$$
\widehat{\omega}=g \widehat{\Omega} g^{-1}=A d_{g} \widehat{\Omega}
$$

then $\omega=g \Omega$.
We will see that the Lagrangian $L: T S O(3) \longrightarrow \mathbb{R}$ is left-invariant under $S O(3)$. Indeed, if $h \in S O(3)$, left translation by $h$ is $L_{h} g=h g$ and $T L_{h}(g, \dot{g})=(h g, h \dot{g})$, so

$$
\begin{aligned}
L(g h, h \dot{g}) & \left.=\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X) \| h \dot{g}(t) X\right) \|^{2} d^{3} X \\
& \left.=\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X) \| \dot{g}(t) X\right) \|^{2} d^{3} X \\
& =L(g, \dot{g})
\end{aligned}
$$

since $h$ is orthogonal. From this $L(g, \dot{g})=L\left(g^{-1} g, g^{-1} \dot{g}\right)=L(I, \hat{\Omega})=l(\Omega)$
We study different expressions of the Lagrangian which describe the dynamic of a rigid
body (free)

$$
\begin{aligned}
L & =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\|V(X, t)\|^{2} d^{3} X \\
& =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\|\dot{g} X\|^{2} d^{3} X \\
& =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\left\|g g^{-1} \dot{g} X\right\|^{2} d^{3} X \\
& =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\|\hat{\Omega} X\|^{2} d^{3} X \\
& =\frac{1}{2} \int_{\mathcal{B}} \rho_{0}(X)\|\Omega \times X\|^{2} d^{3} X
\end{aligned}
$$

Introducing the inner product on $\mathbb{R}^{3}$ :

$$
\ll \mathbf{a}, \mathbf{b} \gg=\int_{\mathcal{B}} \rho_{0}(X)(\mathbf{a} \times X, \mathbf{b} \times X) d^{3} X
$$

then,

$$
l(\Omega)=\frac{1}{2} \ll \Omega, \Omega \gg
$$

and introducing the linear isomorphism $\mathbb{I}: \mathbb{R}^{3} \longrightarrow \mathbb{R}^{3}$ given by

$$
(\mathbb{I} \mathbf{a}, \mathbf{b})=\ll \mathbf{a}, \mathbf{b} \gg, \quad \text { for all } \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}
$$

By definition, $(\mathbb{I} \mathbf{a}, \mathbf{b})=(\mathbf{a}, \mathbb{I} \mathbf{b})$. Then $\mathbb{I}$ is symmetric and positive defined (under some initial hypotheses). Since $\mathbb{I}$ is symmetric, can be diagonalized. If we choose an orthonormal basis $\left(\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}\right)$ in which II is diagonal then (see [55])

$$
l(\Omega)=\frac{1}{2} \ll \Omega, \Omega \gg=\frac{1}{2}\langle\mathbb{I} \Omega, \Omega\rangle=\frac{1}{2}\left(I_{1} \Omega_{1}^{2}+I_{2} \Omega_{2}^{2}+I_{3} \Omega_{3}^{2}\right) .
$$

If we denote by $\Pi=\mathbb{I} \Omega$ the we can define the function:

$$
H(\Pi)=\frac{1}{2}\left(\frac{\Pi_{1}^{2}}{I_{1}}+\frac{\Pi_{2}^{2}}{I_{2}}+\frac{\Pi_{3}^{2}}{I_{3}}\right)
$$

which represents the expression for the kinetic energy in $\mathfrak{s o}(3)^{*}$. Note that $\Pi=\mathbb{I} \Omega$ is the angular momentum in the body frame.

### 3.5.2 Euler-Poincaré Reduction Theorem for the Motion of a Rigid Body

Roughly speaking in this subsection we prove that a curve $g(t) \in S O(3)$ verify the EulerLagrange equations for $L(g, \dot{g})$ if and only if $\Omega(t)=g(t)^{-1} \dot{g}(t)$ verify Euler's equations, namely:

$$
\mathbb{I} \dot{\Omega}=\mathbb{I} \Omega \times \Omega
$$

From variational calculus we know that $L$ satisfies the Euler-Lagrange equations if and only if

$$
\delta \int L d t=0
$$

Consider $l: \mathfrak{s o}(3) \longrightarrow \mathbb{R}$ defined by $l(\Omega)=\frac{1}{2}(I \Omega, \Omega)$. Taking a variation $g_{\epsilon}(t)$ of a curve $g(t)$ we have a variation of the curve $\widehat{\Omega_{\epsilon}(t)}$ in the Lie algebra $\mathfrak{s o}(3)$. If denote by

$$
\begin{aligned}
\delta g(t) & =\frac{d}{d \epsilon} g_{\epsilon}(t) \\
\delta \Omega(t) & =\frac{d}{d \epsilon} \Omega_{\epsilon}(t)
\end{aligned}
$$

differentiating with respect to $\epsilon$ the relation $g^{-1} \dot{g}=\widehat{\Omega}$ we have

$$
-g^{-1}(\delta g) g^{-1} \dot{g}+g^{-1}(\delta \dot{g})=\widehat{\delta \Omega}
$$

Define the skew-symmetric matrix $\widehat{\Sigma}$ :

$$
\widehat{\Sigma}=g^{-1} \delta g
$$

and the vector $\Sigma=i(\widehat{\Sigma})$ in $\mathbb{R}^{3}$.
Observe that

$$
\dot{\widehat{\Sigma}}=-g^{-1} \dot{g} g^{-1} \delta g+g^{-1}(\delta \dot{g})
$$

Therefore,

$$
g^{-1} \delta \dot{g}=\dot{\widehat{\Sigma}}+g^{-1} \dot{g} \widehat{\Sigma}
$$

and then,

$$
-\widehat{\Sigma} \widehat{\Omega}+\dot{\hat{\Sigma}}+\widehat{\Omega} \widehat{\Sigma}=\widehat{\delta \Omega}
$$

that is,

$$
\widehat{\delta \Omega}=\dot{\hat{\Sigma}}+[\widehat{\Omega}, \widehat{\Sigma}]
$$

or,

$$
\delta \Omega=\dot{\Sigma}+\Omega \times \Sigma
$$

Then, the variational equations $\delta \int_{t_{0}}^{t_{1}} L d t=0$ in $T S O(3)$ are equivalent to the reduced variational principle

$$
\delta \int_{t_{0}}^{t_{1}} l d t=0
$$

in $\mathbb{R}^{3}$ where the variations $\delta \Omega$ have the form $\delta \Omega=\dot{\Sigma}+\Omega \times \Sigma$ with $\Sigma\left(t_{0}\right)=0$ and $\Sigma\left(t_{1}\right)=0$. In our case, since $l(\Omega)=\frac{1}{2}(\mathbb{I} \Omega, \Omega)$ then we have

$$
\begin{aligned}
\delta \int_{t_{0}}^{t_{1}} l d t & =\int_{t_{0}}^{t_{1}}(\mathbb{I} \Omega, \delta \Omega) d t \\
& =\int_{t_{0}}^{t_{1}}(\mathbb{I} \Omega, \dot{\Sigma}+\Omega \times \Sigma) d t \\
& =\int_{t_{0}}^{t_{1}}[-(\mathbb{I} \dot{\Omega}, \Sigma)+(\mathbb{I} \Omega, \Omega \times \Sigma)] d t \\
& =\int_{t_{0}}^{t_{1}}(-(\mathbb{I} \dot{\Omega}+I \Omega \times \Omega), \Sigma) d t
\end{aligned}
$$

where we integrate by parts and use the conditions $\Sigma\left(t_{0}\right)=0$ and $\Sigma\left(t_{1}\right)=0$. Since $\Sigma$ is an arbitrary element we have

$$
-\mathbb{I} \dot{\Omega}+\mathbb{I} \Omega \times \Omega=0
$$

which are the Euler equations for the rigid body:

$$
\begin{aligned}
I_{1} \dot{\Omega}_{1} & =\left(I_{2}-I_{3}\right) \Omega_{2} \Omega_{3} \\
I_{2} \dot{\Omega}_{2} & =\left(I_{1}-I_{3}\right) \Omega_{1} \Omega_{3} \\
I_{3} \dot{\Omega}_{3} & =\left(I_{1}-I_{2}\right) \Omega_{1} \Omega_{2}
\end{aligned}
$$

This result can be rewritten as
Theorem 3.5.2. (Euler's Rigid Body Equations [39]) Euler's rigid body equations are equivalent to Hamilton's principle

$$
\delta \mathcal{A}(\Omega)=\int_{t_{0}}^{t_{1}} l(\Omega) d t=0
$$

in which the Lagrangian $l(\Omega)$ appearing in the action integral $\mathcal{A}(\Omega)=\int_{t_{0}}^{t_{1}} l(\Omega) d t$ is given by the kinetic energy in principal axis coordinates,

$$
l(\Omega)=\frac{1}{2}(\mathbb{I} \Omega, \Omega):=\frac{1}{2} \mathbb{I} \Omega \cdot \Omega=\frac{1}{2}\left(I_{1} \Omega_{1}^{2}+I_{2} \Omega_{2}^{2}+I_{3} \Omega_{3}^{2}\right),
$$

and variations of $\Omega$ are restricted to be of the form

$$
\delta \Omega=\dot{\Sigma}+\Omega \times \Sigma
$$

where $\Sigma(t)$ is a curve in $\mathbb{R}^{3}$ that vanishes at the endpoints.
Remark 3.5.3. Reconstruction: The Euler solution is expressed in terms of the timedependent angular velocity vector in the body. The body angular velocity vector $\Omega(t)$ yields the tangent vector $\dot{g}(t) \in T_{g(t)} S O(3)$ along the integral curve in the rotation group $g(t) \in$ $S O(3)$ by the relation

$$
\begin{equation*}
\dot{g}(t)=g(t) \hat{\Omega}(t) \tag{3.5.1}
\end{equation*}
$$

where the left-invariant skew-symmetric $3 \times 3$ matrix $\hat{\Omega}$ is defined by the hat map. Equation (3.5.1) is the reconstruction equation for $g(t) \in S O(3)$. Once the time dependence of $\Omega(t)$, and hence $\hat{\Omega}(t)$, is determined from the Euler equations, solving (3.5.1) as a linear differential equation with time-dependent coefficients yields the integral curve $g(t) \in S O(3)$ for the orientation of the rigid body.

## Chapter 4

## Higher-Order Mechanical Systems

In the last decade many papers and books dealing with higher-order derivatives in Mechanics has appeared. An extensive analysis of these systems can be found in, for example, ([15], [51], [19], [20], [36], [47], [24], [25], [23], [58]. This kind of systems appear for example in electromagnetic theory, elasticity theory, the moving of a particle rotating around a point which is translated, the relativistic particle, optimization problems, control theory, etc.

The aim of this chapter is to build up the Lagrangian and Hamiltonian formalism for systems involving higher-order derivatives. The Lagrangian formalism is said to be of higher-order derivatives if it is described by a real (smooth) function $L$ which depends of higher-order derivatives. For sake of simplicity, we will say that $L$ is a Lagrangian of order $k$, where $k$ denotes the order of the derivative.

We give an introduction of the mechanics in higher-order tangent bundles and a corresponding variational principle. From this principle we derive the higher-order Euler Lagrange equations. Moreover, we also study systems subject to constraints. These constraints will be higher-order constraints. Using Lagrange multipliers theorem we can deduce the variational principle for systems with higher-order constraints. Finally, we study the Skinner and Rusk formalism for higher-order systems. This framework will be used to analyze constrained systems throughout this thesis.

Some examples are analyzed in this chapter as application to higher-order theories: An interpolation problem on Riemannian manifolds and the use of Hamilton's principle to construct numerical algorithms.

### 4.1 Higher-Order Tangent Bundles

In this section we recall some basic facts on the higher-order tangent bundles theory. For more details, see Refs. 51] and [24].

Let $Q$ be a manifold of dimension $n$. An equivalence relation is introduced in the set $C^{\infty}(\mathbb{R}, Q)$ of differentiable curves from $\mathbb{R}$ to $Q$. By definition, two given curves in $Q \gamma_{1}(t)$ and $\gamma_{2}(t)$ where $t \in(-a, a)$ with $a \in \mathbb{R}$ have contact of order $k$ at $q_{0}=\gamma_{1}(0)=\gamma_{2}(0)$ if there exists a local chart $(\varphi, U)$ of $Q$ such that $q_{0} \in U$ and

$$
\left.\frac{d^{s}}{d t^{s}}\left(\varphi \circ \gamma_{1}(t)\right)\right|_{t=0}=\left.\frac{d^{s}}{d t^{s}}\left(\varphi \circ \gamma_{2}(t)\right)\right|_{t=0}
$$

for $s=0, \ldots, k$. This is a well defined equivalence relation in $C^{\infty}(\mathbb{R}, Q)$ and the equivalence class of a curve $\gamma$ will be denoted by $[\gamma]_{0}^{(k)}$. The set of equivalence classes will be denoted by $T^{(k)} Q$ and it can be shown it is a differentiable manifold. Moreover, $\tau_{Q}^{k}: T^{(k)} Q \rightarrow Q$ where $\tau_{Q}^{k}\left([\gamma]_{0}^{(k)}\right)=\gamma(0)$ is a fiber bundle called the tangent bundle of order $k$ of $Q$.

We also may define the surjective mappings $\tau_{Q}^{(l, k)}: T^{(k)} Q \rightarrow T^{(l)} Q$, for $l \leq k$, given by $\tau_{Q}^{(l, k)}\left([\gamma]_{0}^{(k)}\right)=[\gamma]_{0}^{(l)}$. It is easy to see that $T^{(1)} Q \equiv T Q$, the tangent bundle of $Q$, $T^{(0)} Q \equiv Q$ and $\tau_{Q}^{(0, k)}=\tau_{Q}^{k}$.

Given a differentiable function $f: Q \longrightarrow \mathbb{R}$ and $l \in\{0, \ldots, k\}$, its $l$-lift $f^{(l, k)}$ to $T^{(k)} Q$, $0 \leq l \leq k$, is the differentiable function defined as

$$
f^{(l, k)}\left([\gamma]_{0}^{(k)}\right)=\left.\frac{d^{l}}{d t^{l}}(f \circ \gamma(t))\right|_{t=0}
$$

Of course, these definitions can be applied to functions defined on open sets of $Q$.
From a local chart $\left(q^{i}\right)$ on a neighborhood $U$ of $Q$, it is possible to induce local coordinates $\left(q^{(0) i}, q^{(1) i}, \ldots, q^{(k) i}\right)$ on $T^{(k)} U=\left(\tau_{Q}^{k}\right)^{-1}(U)$, where $q^{(s) i}=\left(q^{i}\right)^{(s, k)}$ if $0 \leq s \leq k$. Sometimes, we will use the standard conventions, $q^{(0) i} \equiv q^{i}, q^{(1) i} \equiv \dot{q}^{i}$ and $q^{(2) i} \equiv \ddot{q}^{i}$.

Given a vector field $X$ on $Q$, we define its $k$-lift $X^{(k)}$ to $T^{(k)} Q$ as the unique vector field on $T^{(k)} Q$ satisfying the following identities

$$
X^{(k)}\left(f^{(l, k)}\right)=(X(f))^{(l, k)}, \quad 0 \leq l \leq k
$$

for all differentiable function $f$ on $Q$. In coordinates, the $k$-lift of a vector field $X=X^{i} \frac{\partial}{\partial q^{i}}$ is

$$
X^{(k)}=\left(X^{i}\right)^{(s, k)} \frac{\partial}{\partial q^{(s) i}}
$$

Now, we consider the canonical immersion $j_{k}: T^{(k)} Q \rightarrow T\left(T^{(k-1)} Q\right)$ defined as $j_{k}\left([\gamma]_{0}^{(k)}\right)=$ $\left[\gamma^{(k-1)}\right]_{0}^{(1)}$, where $\gamma^{(k-1)}$ is the lift of the curve $\gamma$ to $T^{(k-1)} Q$; that is, the curve $\gamma^{(k-1)}: \mathbb{R} \rightarrow$ $T^{(k-1)} Q$ is given by $\gamma^{(k-1)}(t)=\left[\gamma_{t}\right]_{0}^{(k-1)}$ where $\gamma_{t}(s)=\gamma(t+s)$. In local coordinates

$$
j_{k}\left(q^{(0) i}, q^{(1) i}, q^{(2) i}, \ldots q^{(k) i}\right)=\left(q^{(0) i}, q^{(1) i}, \ldots, q^{(k-1) i} ; q^{(1) i}, q^{(2) i}, \ldots, q^{(k) i}\right) .
$$

We use the map $j_{k}$ to construct the differential operator $d_{T}$ which maps a function $f$ on $T^{(k)} Q$ into a function $d_{T} f$ on $T^{(k+1)} Q$

$$
d_{T} f\left([\gamma]_{0}^{k+1}\right)=j_{k+1}\left([\gamma]_{0}^{k+1}\right)(f)
$$

In the case when we have a group action $\phi: G \times Q \rightarrow Q$, it can be naturally lifted to a group action $\phi^{(k)}: G \times T^{(k)} Q \rightarrow T^{(k)} Q$ given by

$$
\phi_{g}^{(k)}\left([\gamma]_{0}^{(k)}\right):=\left[\phi_{g} \circ \gamma\right]_{\phi_{g}(0)}^{(k)} .
$$

This action endows $T^{(k)} Q$ with a principal G-bundle structure. The quotient $T^{(k)} Q / G$ is a fiber bundle over the base $Q / G$. The class of elements $[\gamma]_{0}^{(k)}$ in the quotient $\left(T^{(k)} Q / G\right)$ is denoted $\left[[\gamma]_{0}^{(k)}\right]_{G}$.

### 4.1.1 The Case of Lie Groups

Therefore, when the manifold $Q$ has a Lie group structure, we will denote $Q=G$ and we can also use the left trivialization to identify the higher-order tangent bundle $T^{(k)} G$ with $G \times k \mathfrak{g}$. That is, if $g: I \subset \mathbb{R} \rightarrow G$ is a curve in $C^{(k)}(\mathbb{R}, G)$ :

$$
\begin{aligned}
\Upsilon^{(k)}: T^{(k)} G & \longrightarrow G \times k \mathfrak{g} \\
{[g]_{0}^{(k)} } & \longmapsto\left(g(0), g^{-1}(0) \dot{g}(0),\left.\frac{d}{d t}\right|_{t=0}\left(g^{-1}(t) \dot{g}(t)\right), \ldots,\left.\frac{d^{k-1}}{d t^{k-1}}\right|_{t=0}\left(g^{-1}(t) \dot{g}(t)\right)\right) .
\end{aligned}
$$

It is clear that $\Upsilon^{(k)}$ is a diffeomorphism.
We will denote $\xi(t)=g^{-1}(t) \dot{g}(t)$. Therefore

$$
\Upsilon^{(k)}\left([g]_{0}^{(k)}\right)=\left(g, \xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right),
$$

where

$$
\xi^{(l)}(t)=\frac{d^{l}}{d t^{l}}\left(g^{-1}(t) \dot{g}(t)\right), \quad 0 \leq l \leq k-1
$$

and $g(0)=g, \xi^{(l)}(0)=\xi^{(l)}, 0 \leq l \leq k-1$. We will indistinctly use the notation $\xi^{(0)}=\xi$, $\xi^{(1)}=\dot{\xi}$, where there is not danger of confusion.

We may also define the surjective mappings $\tau_{G}^{(l, k)}: T^{(k)} G \rightarrow T^{(l)} G$, for $l \leq k$, given by $\tau_{G}^{(l, k)}\left([g]_{0}^{(k)}\right)=[g]_{0}^{(l)}$. With the previous identifications we have that

$$
\tau_{G}^{(l, k)}\left(g(0), \xi(0), \dot{\xi}(0), \ldots, \xi^{(k-1)}(0)\right)=\left(g(0), \xi(0), \dot{\xi}(0), \ldots, \xi^{(l-1)}(0)\right)
$$

It is easy to see that $T^{(1)} G \equiv G \times \mathfrak{g}, T^{(0)} G \equiv G$ and $\tau_{G}^{(0, k)}=\tau_{G}^{k}$.
Now, we consider the canonical immersion $j_{k}: T^{(k)} G \rightarrow T\left(T^{(k-1)} G\right)$ defined as $j_{k}\left([g]_{0}^{(k)}\right)=$ $\left[g^{(k-1)}\right]_{0}^{(1)}$, where $g^{(k-1)}$ is the lift of the curve $g$ to $T^{(k-1)} G$; that is, the curve $g^{(k-1)}: \mathbb{R} \rightarrow$ $T^{(k-1)} G$ is given by $g^{(k-1)}(t)=\left[g_{t}\right]_{0}^{(k-1)}$ where $g_{t}(s)=g(t+s)$. Using the identification given by $\Upsilon^{(k)}$ we have that:

$$
\begin{aligned}
& j^{(k)}: \quad G \times k \mathfrak{g} \longrightarrow G \times(2 k-1) \mathfrak{g} \\
& \left(g, \xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right) \longmapsto\left(g, \xi, \dot{\xi}, \ldots, \xi^{(k-2)} ; \xi, \dot{\xi}, \ldots, \xi^{(k)}\right)
\end{aligned}
$$

where we identify $T\left(T^{(k-1)} G\right) \equiv T(G \times(k-1) \mathfrak{g}) \equiv G \times(2 k-1) \mathfrak{g}$, in the natural way.

### 4.2 Hamilton's Principle and Euler-Lagrange Equations

Let us consider a mechanical system whose dynamic is described by a Lagrangian $L$ : $T^{(k)} Q \rightarrow \mathbb{R}$ that depends of higher-order derivatives up to order $k$. Given two points $x, y \in T^{(k-1)} Q$ we define the infinite-dimensional manifold $\mathcal{C}^{2 k}(x, y)$ of $2 k$-differentiable curves which connect $x$ and $y$ as

$$
\mathfrak{C}^{2 k}(x, y)=\left\{c:[0, T] \longrightarrow Q \mid c \text { is } C^{2 k}, c^{(k-1)}(0)=x \text { and } c^{(k-1)}(T)=y\right\} .
$$

Fixed a curve $c$ in $\mathcal{C}^{2 k}(x, y)$, the tangent space to $\mathcal{C}^{2 k}(x, y)$ at $c$ is given by

$$
\begin{aligned}
T_{c} \mathcal{C}^{2 k}(x, y)= & \left\{X:[0, T] \longrightarrow T Q \mid X \text { is } C^{2 k-1}, X(t) \in T_{c(t)} Q,\right. \\
& \left.X^{(k-1)}(0)=0 \text { and } X^{(k-1)}(T)=0\right\} .
\end{aligned}
$$

Let us consider the action functional $\mathcal{A}$ on $C^{2 k}$-curves in $Q$ given by

$$
\begin{aligned}
\mathcal{A}: C^{2 k}(x, y) & \longrightarrow \mathbb{R} \\
c & \longmapsto \int_{0}^{T} L\left(c^{(k)}(t)\right) d t .
\end{aligned}
$$

Definition 4.2.1. Hamilton's principle. A curve $c \in \mathcal{C}^{2 k}(x, y)$ is a solution of the Lagrangian system determined by $L: T^{(k)} Q \longrightarrow \mathbb{R}$ if and only if $c$ is a critical point of $\mathcal{A}$.

In order to find the critical points of $\mathcal{A}$, we need to characterize the curves $c$ such that $d \mathcal{A}(c)(X)=0$ for all $X \in T_{c} \mathcal{C}^{2 k}(x, y)$. Taking a family of curves $c_{s} \in \mathcal{C}^{2 k}(x, y)$ with $c_{0}=c$ and $s \in(-b, b) \subset \mathbb{R}$, the stationary condition can be written as

$$
\begin{equation*}
\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right)=0 \tag{4.2.1}
\end{equation*}
$$

Since,

$$
d \mathcal{A}(c) \cdot(X)=\left.\frac{d}{d s}\right|_{s=0}\left(\mathcal{A} \circ c_{s}\right)=\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right) .
$$

Therefore,

$$
d \mathcal{A}(c) \cdot(X)=\left.0 \forall X \in T_{c} \mathcal{C}^{2 k}(x, y) \Longleftrightarrow \frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right)=0
$$

Now, we analyze the derivative $\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right)$

$$
\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right)=\left.\frac{d}{d s}\left(\int_{0}^{1} L\left(c_{s}^{(k)}\right) d t\right)\right|_{s=0}=\left.\int_{0}^{1} \frac{d}{d s} L\left(c_{s}^{(k)}\right)\right|_{s=0} d t=\left.\int_{0}^{1} \sum_{l=0}^{k} \frac{\partial L}{\partial q^{(l) i}} \frac{\partial q^{(l) i}}{d s}\right|_{s=0} d t,(*)
$$

and using that the variations are given by $\delta c^{i}=\left.\frac{d}{d s} c_{s}^{(i)}\right|_{s=0} \mathrm{y} \delta^{(l)} c^{i}=\frac{d^{(l)}}{d t^{(l)}} \delta c^{i}$ it follows that,

$$
\begin{aligned}
\left.\frac{\partial q^{(0) i}}{d s}\right|_{s=0} & =c^{(i)}(t)=\delta c^{i}, \\
\left.\frac{\partial q^{(1) i}}{d s}\right|_{s=0} & =\frac{d}{d t} c^{(i)}(t)=\delta^{1} c^{i}, \\
& \cdots \\
\left.\frac{\partial q^{(l) i}}{d s}\right|_{s=0} & =\frac{d^{l}}{d t^{l}} c^{(i)}(t)=\delta^{l} c^{i},
\end{aligned}
$$

and, $\delta^{(l)} c^{i}=\frac{d}{d t} \delta^{(l-1)} c^{i}$.

Returning to (*), we have the following equalities

$$
\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right)=\left.\int_{0}^{1} \sum_{l=0}^{k} \frac{\partial L}{\partial q^{(l) i}} \frac{\partial q^{(l) i}}{d s}\right|_{s=0} d t=\int_{0}^{1} \sum_{l=0}^{k} \frac{\partial L}{\partial q^{(l) i}} \delta^{(l)} c^{i} d t
$$

That is,

$$
\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}\left(c_{s}\right)=\int_{0}^{1} \frac{\partial L}{\partial q^{(0) i}} \delta c^{i} d t+\int_{0}^{1} \sum_{l=1}^{k} \frac{\partial L}{\partial q^{(l) i}} \delta^{(l)} c^{i} d t
$$

Using integration by parts,

$$
\begin{gathered}
\int_{0}^{1} \frac{\partial L}{\partial q^{(1) i}} \delta c^{(1) i} d t=\left.\frac{\partial L}{\partial q^{(1) i}} \delta c^{(0) i}\right|_{0} ^{1}-\int_{0}^{1} \frac{d}{d t} \frac{\partial L}{\partial q^{(1) i}} \delta c^{(0) i} d t, \\
\int_{0}^{1} \frac{\partial L}{\partial q^{(2) i}} \delta c^{(2) i} d t=\left.\left(\frac{\partial L}{\partial q^{(2) i}} \delta c^{(1) i} d t-\frac{d}{d t} \frac{\partial L}{\partial q^{(2) i}} \delta c^{(2) i}\right)\right|_{0} ^{1}+(-1)^{2} \int_{0}^{1} \frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial q^{(2) i}} \delta c^{i} d t
\end{gathered}
$$

Making a constructive process over $l$ we obtain that

$$
\begin{aligned}
\left.\frac{d}{d s} \mathcal{A}\left(c_{s}(t)\right)\right|_{s=0}= & \int_{0}^{1} \sum_{l=0}^{k}(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial q^{(l) i}}\right) \cdot \delta c^{i} d t \\
& +\left[\sum_{l=0}^{k-1}\left[\sum_{s=0}^{k-l-1}(-1)^{l} \frac{d^{s}}{d t^{s}}\left(\frac{\partial L}{\partial q^{(l+s+1) i}}\right)\right] \cdot \delta^{(l)} c^{i}\right]_{0}^{1}
\end{aligned}
$$

Observe that the last term of the right side is equal to zero since $\delta^{(l)} c^{i}(0)=\delta^{(l)} c^{i}(1)=0$, $0 \leq l \leq k-1$, and $1 \leq i \leq n$.

From this we have the following theorem,
Theorem 4.2.2. Let $L: T^{(k)} Q \rightarrow \mathbb{R}$ be a higher-order Lagrangian and

$$
\mathcal{A}(c)=\int_{0}^{1} L\left(c^{(k)}(t)\right) d t
$$

the action of $L$ defined over $\mathcal{C}^{2 k}$.
Then, there exists an unique operator

$$
\mathcal{E} L: T^{(2 k)} Q \longrightarrow T^{*} Q
$$

and an unique $1-$ form $\Theta_{L}$ on $T^{(k)} Q$ such that for all variations of the form $\delta c_{s} \in T_{c} \mathcal{C}^{2 k}(x, y)$ with fixed endpoints we have that

$$
\left.\frac{d}{d s} \mathcal{A}\left(c_{s}(t)\right)\right|_{s=0}=\int_{0}^{1} \mathcal{E} L\left(c^{(2 k)}(t)\right) \cdot \delta c(t) d t+\left.\left(\Theta_{L}\left(c^{(2 k-1)}(t)\right) \cdot \delta^{(2 k-1)} c(t)\right)\right|_{0} ^{1}
$$

In local coordinates $\mathcal{E} L$ and $\Theta_{L}$ have the form

$$
\begin{gathered}
\mathcal{E} L=\sum_{l=0}^{k}(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial q^{(l) i}}\right) . \\
\Theta_{L}=\sum_{l=0}^{k-1} \hat{p}_{(l) i} d q^{(l) i}
\end{gathered}
$$

where the functions $\hat{p}_{(l) i}, 0 \leq l \leq k-1$, are the generalized Jacobi-Ostrogradski momenta defined by

$$
\hat{p}_{l(i)}=\sum_{s=0}^{k-l-1}(-1)^{l} \frac{d^{s}}{d t^{s}}\left(\frac{\partial L}{\partial q^{(l+s+1) i}}\right)
$$

The equations of motion are called Higher-Order Euler-Lagrange, and are written as

$$
\sum_{l=0}^{k}(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial q^{(l) i}}\right)=0
$$

Therefore, it is possible to define the 2 -form $\Omega_{L}=-d \Theta_{L}$. In local coordinates, we have that (Darboux's Theorem)

$$
\Omega_{L}=\sum_{l=0}^{k-1} d q^{(l) i} \wedge d \hat{p}_{(l) i}
$$

Is easy to see [51] that $\Omega_{L}$ is simplectic if and only if,

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial q^{(l-1) j} \partial q^{(l-1) i}}\right) \neq 0 .
$$

We will say that the higher-order Lagrangian is regular if $\Omega_{L}$ is symplectic.
In the following, assume that the Lagrangian $L$ is regular. Take now the restriction $\mathcal{A}_{L}$ of the action functional $\mathcal{A}$ to the subspace $C_{L}$ of solutions of Euler-Lagrange equations. This space can be identified with the space of initial conditions $T^{(2 k-1)} Q$ of the Euler-Lagrange equations. Therefore is easy to show that

$$
d \mathcal{A}_{L}=F_{t}^{*} \Theta_{L}-\Theta_{L}
$$

where $F_{t}$ is the flow of the Euler-Lagrange vector field $X_{L}$, defined on $T^{(2 k-1)} Q$ by $\varepsilon L \circ X_{L}=$ 0 . Since $d^{2}=0$ we deduce that the flow is symplectic.

Moreover, if $G$ is a Lie group of symmetries preserving the action functional and $\mathfrak{g}$ its Lie algebra then

$$
0=i_{\xi_{Q}^{(2 k-1)}} d \mathcal{A}_{L}=i_{\xi_{Q}^{(2 k-1)}}\left(F_{t}^{*} \Theta_{L}-\Theta_{L}\right)=F_{t}^{*}\left(i_{\xi_{Q}^{(2 k-1)}} \Theta_{L}\right)-i_{\xi_{Q}^{(2 k-1)}} \Theta_{L}
$$

where $\xi_{Q}$ is the infinitesimal generator associated with $\xi \in \mathfrak{g}$. Therefore, $J_{\xi}=i_{\xi_{Q}^{(2 k-1)}} \Theta_{L}$ is a first integral of the flow.

Interpolation Problem on Riemannian Manifolds This example has been introduce by Noakes, Heinzigner and Paden in [60] and after studied by Crouch and Leite [34], Hussein and Bloch [12] for the application in interferometric imaging, and Gay-Balmaz, Holm, Meier, Ratiu and Vialard [35].

We consider a Riemannian manifold $(Q, \mathcal{G})$ where $\mathcal{G}$ is the Riemannian metric and $\frac{D}{D t}$ is the covariant derivative associated with the Levi-Civita connection $\nabla$ for the metric.

Consider a Lagrangian $L: T^{(2)} Q \rightarrow \mathbb{R}$ defined as,

$$
\begin{equation*}
L(q, \dot{q}, \ddot{q}):=\frac{1}{2} \mathcal{G}\left(\frac{D}{D t} \dot{q}, \frac{D}{D t} \dot{q}\right), \tag{4.2.2}
\end{equation*}
$$

where in local coordinates on $T^{(2)} Q$ the covariant derivative of the velocity is given by

$$
\frac{D}{D t} \dot{q}=\ddot{q}^{k}+\Gamma_{i j}^{k}(q) \dot{q}^{i} \dot{q}^{j}
$$

and $\Gamma_{i j}^{k}(q)$ are the Christoffel symbols of the metric $\mathcal{G}$ at point $q$ in the given basis.
The Riemannian cubic polynomials are defined as the minimizers of the action for $L$. These Riemannian cubic polynomials has been generalized the so-called elastic 2-splines thought the Lagrangian

$$
L(q, \dot{q}, \ddot{q}):=\frac{1}{2} \mathcal{G}\left(\frac{D}{D t} \dot{q}, \frac{D}{D t} \dot{q}\right)+\frac{\tau^{2}}{2} \mathcal{G}(\dot{q}, \dot{q})
$$

where $\tau$ is a real constant (see [12], [35] and references therein).
Given $N+1$ points in $Q, q_{i} \in Q$ with $i=0, \ldots, N$ and tangent vectors $v_{j} \in T_{q_{j}} Q$, $j=1, N$, the interpolation problem consists on finding a curve which minimizes the action

$$
\begin{equation*}
\mathcal{A}[q]:=\frac{1}{2} \int_{t_{0}}^{t_{N}} \mathcal{G}_{q(t)}\left(\frac{D}{D t} \dot{q}(t), \frac{D}{D t} \dot{q}(t)\right) d t \tag{4.2.3}
\end{equation*}
$$

among continuous curves on $\left[t_{0}, t_{N}\right]$, smooth on $\left[t_{i}, t_{i+1}\right]$, for $t_{0} \leq t_{1} \leq \ldots \leq t_{N}$ subject to some interpolating constraints

$$
q\left(t_{i}\right)=q_{i}
$$

for all $i \in\{1, \ldots, N-1\}$ and boundary conditions

$$
\begin{gathered}
q\left(t_{0}\right)=q_{0}, \quad q\left(t_{N}\right)=q_{N} \\
\frac{D q}{d t}\left(t_{0}\right)=v_{0}, \quad \frac{D q}{d t}\left(t_{N}\right)=v_{N}
\end{gathered}
$$

The extension of this problem to higher-order mechanics is giving by minimizing the mean-square of the $k-1$ covariant derivative of the velocity. For this, we consider the Lagrangian $L_{k}: T^{(k)} Q \rightarrow \mathbb{R}$ given by

$$
L_{k}\left(q, \dot{q}, \ldots, q^{(k)}\right):=\frac{1}{2} \mathcal{G}\left(\frac{D^{k-1}}{D t^{k-1}} \dot{q}, \frac{D^{k-1}}{D t^{k-1}} \dot{q}\right)
$$

for $k>2$ (see [35]).

The higher-order interpolation problem consists on, given $N+1$ points on $Q$ and tangent vectors $v_{j}^{(l)} \in T_{q_{j}}^{(l)} Q$, with $j=0, N$; minimizing

$$
\mathcal{A}[q]=\frac{1}{2} \int_{t_{0}}^{t_{N}} \mathcal{G}\left(\frac{D^{k-1}}{D t^{k-1}} \dot{q}, \frac{D^{k-1}}{D t^{k-1}} \dot{q}\right) d t
$$

among the curves $q(t) \in Q$, continuous in $\left[t_{0}, t_{N}\right]$ and $k-1$ piecewise smooths on $\left[t_{i}, t_{i+1}\right]$, for $t_{0} \leq t_{1} \leq \ldots \leq t_{N}$ subject to some interpolating constraints

$$
q\left(t_{i}\right)=q_{i}
$$

for all $i \in\{1, \ldots, N-1\}$ and the $2 k$ boundary conditions

$$
\begin{aligned}
q\left(t_{0}\right) & =q_{0}, \quad q\left(t_{N}\right)=q_{N} \\
\frac{D^{(l)} q}{d t^{l}}\left(t_{0}\right) & =v_{0}^{(l)}, \quad \frac{D^{(l)} q}{d t^{l}}\left(t_{N}\right)=v_{N}^{(l)} .
\end{aligned}
$$

for all $1 \leq l \leq k-1$. For the higher-order Lagrangians $L_{k}$, the Euler-Lagrange equations read

$$
\frac{D^{2 k-1}}{D t^{2 k-1}} \dot{q}(t)+\sum_{j=2}^{k}(-1)^{j} R\left(\frac{D^{2 k-j-1}}{D t^{2 k-j-1}} \dot{q}(t), \frac{D^{j-2}}{D t^{j-2}} \dot{q}(t)\right) \dot{q}(t)=0,
$$

where $R$ denotes the curvature tensor.
The higher-order Lagrangians are functions defined on $T^{(k)} Q$ and not on curves $q(t) \in Q$. Therefore, the notation $\frac{D}{D t} \dot{q}$ means the expression in terms of $\dot{q}$ and $\ddot{q}$ seen as independent elements in $T^{(2)} Q$.

### 4.3 Higher-order Mechanical Systems with Constraints

There are two different frameworks for dealing with systems with constraints; the nonholonomic mechanics and the variational calculus with constraints or vakonomic mechanics

The nonholonomic mechanics is based on Lagrange-D'Alembert principle and searches critical trajectories of the action which are compatible with the constraints. This approach has proven to be suitable for solving many interesting problems in different areas such as engineering and control theory.

On the other hand, the variational calculus with constraints is applied in optimal control problems, economy, physics, etc. Moreover, as we will see in this work, under regularity conditions, an optimal control problem is equivalent to a higher-order variational problem with higher-order constraints. Unlike the nonholonomic approach, this approach is purely variational and consist on finding a critical path which minimize the action restricted to the curves which satisfy the constraints.

It is well know that a variational problem with constraints is equivalent to a Lagrangian system defined by an extended Lagrangian with the constraints, but this system is found to be singular. Then for these kind of system one can use the geometric approach of the Dirac constraints theory given by Gotay and Nester in [37]

For the comparison of the equations of motion of these systems, we consider a mechanical system over a $n$-dimensional configuration manifold $Q$ subject to linear constraints in the velocities which define a distribution $\mathcal{D}$ of $T Q$ and whose dynamics is given by the Lagrangian $L$. We assume that $\mathcal{D}$ has constant rank and therefore, there exits, at least locally, $n-k:=m$ independent 1-forms $\left\{\omega^{a}\right\} 1 \leq a \leq m$ such that

$$
\mathcal{D}_{q}=\operatorname{Ker}\left\{\omega^{1}(q), \ldots, \omega^{n-k}(q)\right\}
$$

All solutions of the constrained system are requiered to satisfy

$$
\left\langle\omega^{a}(q(t)), \dot{q}(t)\right\rangle=0, \quad 1=1, \ldots, m
$$

### 4.3.1 Lagrange-D'Alembert Principle

In the following, we remember the Lagrange-D'Alembert principle in which is based the nonholonomic method.

A curve $q(t) \subset Q$ is a solution of the system if

$$
\delta \int_{0}^{T} L(q(t), \dot{q}(t)) d t=0, \quad \forall q(t) \subset Q \text { such that } \delta q(t) \in \mathcal{D}_{q(t)}
$$

for all $t, 0 \leq t \leq T$ and $\delta q(0)=\delta q(T)=0$.
This principle is equivalent to the so called Lagrange - $D^{\prime}$ 'Alembert equations. One can see that a curve $q(t) \in Q$ is a solution of the nonholonomic system if $(q(t), \dot{q}(t)) \subset T Q$ satisfying the following equations of motion ([14]),

$$
\begin{aligned}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}^{i}}-\frac{\partial L}{\partial q^{i}} & =\lambda_{a} \omega_{i}^{a}, \quad \forall i=1, \ldots, n ; \\
\omega_{i}^{a} \dot{q}^{i} & =0, \quad \forall a=1, \ldots, m .
\end{aligned}
$$

Consider a local system of coordinates such that $q^{i}=\left(r^{\alpha}, s^{a}\right) \in \mathbb{R}^{n-m} \times \mathbb{R}^{m}$ and

$$
\omega^{a}(q)=d s^{a}+A_{\alpha}^{a}(r, s) d r^{\alpha}
$$

with $a=1, \ldots, m$. Then, the variations $\delta q^{i}$ can be written as $\delta q^{i}=\left(\delta r^{\alpha}, \delta s^{a}\right)$ and if $\delta q \in \mathcal{D}_{q(t)}$ it satisfies that

$$
\delta s^{a}+A_{\alpha}^{a} \delta r^{\alpha}=0
$$

Then, the Lagrange-D'Alembert equations are written as

$$
\begin{aligned}
\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{r}^{\alpha}}-\frac{\partial L}{\partial r^{\alpha}}\right) & =A_{\alpha}^{a}\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{s}^{\alpha}}-\frac{\partial L}{\partial s^{\alpha}}\right) \\
\dot{s}^{a} & =-A_{\alpha}^{a} \dot{r}^{\alpha}, \quad a=1, \ldots, m
\end{aligned}
$$

On the other hand, the variational mechanics with constraints establishes that a curve $(q(t)) \subset Q$ is a solution of the system if $q(t)$ is a critical point of the action $\mathcal{A}(q)=$ $\int_{0}^{T} L(q(t), \dot{q}(t)) d t$ restricted to

$$
\mathcal{C}^{2}\left(q_{0}, q_{1},[a, b], \mathcal{D}\right)=\left\{q:[a, b] \rightarrow Q \mid q(a)=q_{0}, q(b)=q_{1} \text { and } \dot{q}(t) \in \mathcal{D}_{q(t)} \forall t \in[a, b]\right\} .
$$

For sake of simplicity we use the notation

$$
\mathcal{A}_{\mathcal{D}}=\left.\mathcal{A}\right|_{\mathcal{C}^{2}\left(q_{0}, q_{1},[a, b], \mathfrak{D}\right)}
$$

Consider $L_{\mathcal{D}}=\left.L\right|_{\mathcal{D}}: \mathcal{D} \rightarrow \mathbb{R}$. In local coordinates can be written as

$$
L_{\mathcal{D}}\left(r^{\alpha}, s^{a}, \dot{r}^{\alpha}\right)=L\left(r^{\alpha}, s^{a}, \dot{r}^{\alpha},-A_{\alpha}^{a}(r, s) \dot{r}^{\alpha}\right)
$$

If we applying the standard variational principle,

$$
\delta \int L_{\mathcal{D}}\left(r^{\alpha}, s^{a}, \dot{r}^{\alpha}\right) d t=0
$$

we obtain the equations

$$
\frac{d}{d t} \frac{\partial L_{\mathcal{D}}}{\partial \dot{r}^{\alpha}}-\frac{\partial L_{\mathcal{D}}}{\partial r^{\alpha}}+A_{\alpha}^{a} \frac{\partial L_{\mathcal{D}}}{\partial s^{a}}=-\frac{\partial L}{\partial \dot{s}^{a}} d \omega^{a}\left(\dot{q}, \frac{\partial}{\partial r^{\alpha}}\right) .
$$

In this approach, the well-known Lagrange multipliers theorem is fundamental (see [2] and [1])

Theorem 4.3.1. (Lagrangian multipliers theorem)
Let $N$ be a differentiable manifold and $F$ a Banach space with $g: N \rightarrow F$ a smooth submersion such as $g^{-1}(0)$ is a submanifold of $N$. Let $f: N \rightarrow \mathbb{R}$ be a differentiable function, then $c \in g^{-1}(0)$ is a critical point of $f_{\mid g^{-1}(0)}$ if and only if there exits $\lambda \in F$ such that $c$ is a critic point of $f-\lambda \circ g$.

From Th. 4.3.1, $q(t)$ is a solution of the variational problem with constraints if and only if $\exists \lambda(t)$ such that $(q(t), \lambda(t))$ verifying the Euler-Lagrange equations corresponding to the extended Lagrangian

$$
\mathcal{L}: T\left(Q \times \mathbb{R}^{n-k}\right) \rightarrow \mathbb{R}
$$

given by

$$
\mathcal{L}(q, \dot{q}, \lambda, \dot{\lambda})=L(q, \dot{q})-\lambda_{a} \omega_{i}^{a} \dot{q}^{i} .
$$

They are

$$
\begin{aligned}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}^{i}}-\frac{\partial L}{\partial q^{i}} & =-\dot{\lambda}_{a} \omega_{i}^{a}-\lambda_{a}\left(\frac{d}{d t} \omega_{i}^{a}-\frac{\partial \omega_{i}^{a}}{\partial q^{i}}\right) \\
\omega_{i}^{a} \dot{q}^{i} & =0 .
\end{aligned}
$$

Remark 4.3.2. As it is well known, if the constraints are holonomic, the equations of motion of the system derived by the nonholonomic method and the variational calculus with constraints, are equivalent [see [31], [14]].

Remark 4.3.3. One can see that if $\mathcal{D}$ is an integrable distribution, the connection $A$ on the tangent bundle vanishes. For this reason, in the equations

$$
\frac{d}{d t} \frac{\partial L_{\mathcal{D}}}{\partial \dot{r}^{\alpha}}-\frac{\partial L_{\mathcal{D}}}{\partial r^{\alpha}}+A_{\alpha}^{a} \frac{\partial L_{\mathcal{D}}}{\partial s^{a}}=-\frac{\partial L}{\partial \dot{s}^{a}} d \omega^{a}\left(\dot{q}, \frac{\partial}{\partial r^{\alpha}}\right)
$$

the term d $\omega^{a}$ doesn't appear. Thus they can be written as

$$
\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{r}^{\alpha}}-\frac{\partial L}{\partial r^{\alpha}}\right)=A_{\alpha}^{a}\left(\frac{d}{d t} \frac{\partial L}{\partial \dot{s}^{\alpha}}-\frac{\partial L}{\partial s^{\alpha}}\right) \quad \alpha=1, \ldots, n-m ;
$$

which are the equations given by the nonholonomic method.
The constraints are generically defined by the vanishing of $m$ independent differentiable functions $\Phi^{\alpha}: T Q \rightarrow \mathbb{R}, \alpha=1, \ldots, m$. In this way, the equations of motion become

$$
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}^{i}}-\frac{\partial L}{\partial q^{i}}=\lambda_{\alpha} \frac{\partial L}{\partial q^{i}}, \quad \alpha=1, \ldots, m ; \quad i=1, \ldots, n ;
$$

which are called Chetaev's equations.

### 4.3.2 Higher-Order Variational Calculus with Constraints

In this section we will consider higher-order Lagrangian mechanics for systems with higherorder constraints from the point of view of the variational calculus with constraints.

Consider the $m$ independent constraints

$$
\Phi=\left(\phi^{(j)}\right), \phi: T^{(k)} Q \rightarrow \mathbb{R}^{m}, \quad j=1, \ldots, m
$$

such that 0 is a regular value of $\Phi$. These constraints $\phi^{(j)}$ define a submanifold $\mathcal{M}=\Phi^{-1}(0)$ well-known as constraint submanifold.

We assume that the restriction of the projection $\left(\tau_{Q}^{(k-1, k)}\right)_{\mid \mathcal{M}}: \mathcal{M} \rightarrow T^{(k-1)} Q$ is a submersion. Locally, this condition means that the $m \times n$-matrix

$$
\left(\frac{\partial\left(\Phi^{1}, \ldots, \Phi^{m}\right)}{\partial\left(q_{1}^{(k)}, \ldots, q_{n}^{(k)}\right)}\right)
$$

has rank $m$ at all points of $\mathcal{M}$.
Consider now the subset $\mathcal{C}^{2 k}(x, y, \mathcal{M})$ of $\mathcal{C}^{2 k}(x, y)$ of curves that satisfies these constraint equations, that is

$$
\begin{aligned}
\mathcal{C}^{2 k}(x, y, \mathcal{M})= & \left\{c:[0, T] \longrightarrow Q \mid q \text { is } C^{2 k}, c^{(k-1)}(0)=x\right. \\
& \left.c^{(k-1)}(T)=y \text { and } c^{(k)}(t) \in \mathcal{M} \text { for all } t \in[0, T]\right\}
\end{aligned}
$$

Definition 4.3.4. A curve $c \in \mathcal{C}^{2 k}(x, y, \mathcal{M})$ is a solution of the higher-order variational problem with higher-order constraints if $c$ is a stationary point of $\left.\mathcal{A}\right|_{\mathrm{e}^{2 k}(x, y, \mathcal{M})}$.

As in the case of constraints in $T Q$, by the Lagrangian multipliers theorem, a higherorder variational problem with higher-order constraints is equivalent to solving a variational problem for the extended Lagrangian.

Definition 4.3.5. (Higher-order variational problem with higher-order constraints)
Let $c \in \mathfrak{C}^{2 k}(x, y, \mathcal{M})$, be a critical curve of the variational problem with higher-order constraints for the mechanical system given by $L: T^{(k)} Q \rightarrow \mathbb{R}$ if and only if $c$ is a critical point of the functional

$$
\mathcal{A}_{\mathcal{M}}(c)=\int_{0}^{1} L\left(q^{(k)}(t)\right) d t-\lambda_{\alpha} g^{\alpha}(c)
$$

where $\lambda_{\alpha} \in \mathcal{F}([0,1], \mathbb{R})^{*}$ and $g^{\alpha}: C^{2 k}(x, y) \rightarrow \mathcal{F}([0,1], \mathbb{R})$ given by $\left\{t \longrightarrow \Phi^{\alpha}\left(c^{(k)}(t)\right)\right\}$.
The stationary condition can be written as $\left.\frac{d}{d s}\right|_{s=0} \mathcal{J}_{M}\left(q_{s}(t)\right)=0$, for all variations $c_{s}$ of $c$, for $s \in(-b, b), b \in \mathbb{R}$.

Then we compute,

$$
\begin{aligned}
\left.\frac{d}{d s}\right|_{s=0} \mathcal{A}_{M}\left(q_{s}(t)\right) & =\left.\frac{d}{d s}\left(\int_{0}^{1} L\left(c_{s}^{k}\right) d t-\lambda_{\alpha} g^{\alpha}\left(c_{s}^{k}\right)\right)\right|_{s=0}=\left.\int_{0}^{1}\left(\frac{d}{d s} L\left(c_{s}^{k}\right)-\lambda_{\alpha} g^{\alpha}\left(c_{s}^{k}\right)\right)\right|_{s=0} d t \\
& =\int_{0}^{1} \sum_{l=0}^{k} \frac{\partial L}{\partial q^{(l) i}} \frac{\partial q^{(l) i}}{d s}-\left.\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}} \frac{\partial q^{(l) i}}{d s}\right|_{s=0} d t \\
& =\left.\int_{0}^{1} \sum_{l=0}^{k}\left(\frac{\partial L}{\partial q^{(l) i}}-\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}}\right) \frac{\partial q^{(l) i}}{d s}\right|_{s=0} d t=\int_{0}^{1} \sum_{l=0}^{k}\left(\frac{\partial L}{\partial q^{(l) i}}-\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}}\right) \delta^{(l)} c^{i} d t,
\end{aligned}
$$

and integrating $l$ times by parts,

$$
\begin{aligned}
& \int_{0}^{1} \sum_{l=0}^{k}\left(\frac{\partial L}{\partial q^{(l) i}}-\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}}\right) \delta^{(l)} c^{i} d t=\int_{0}^{1} \sum_{l=0}^{k}\left[(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial q^{(l) i}}\right)-\frac{d^{l}}{d t^{l}}\left(\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}}\right)\right] \delta c^{i} d t \\
& +\left[\sum_{l=0}^{k-1}\left[\sum_{s=0}^{k-l-1}(-1)^{l} \frac{d^{s}}{d t^{s}}\left(\frac{\partial L}{\partial q^{(l+s+1) i}}-\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l+s+1) i}}\right)\right] \cdot \delta^{(l)} c^{i}\right]_{0}^{1}
\end{aligned}
$$

for all variation $c_{s}$ of $c$; and using the condition $\delta^{(l)} c^{i}(0)=\delta^{(l)} c^{i}(1)=0$ we can characterize the critical curves of the higher-order variational problem with constraints by the solutions of

$$
\sum_{l=0}^{k}(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial q^{(l) i}}\right)=\sum_{l=0}^{k} \frac{d^{l}}{d t^{l}}\left(\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}}\right)
$$

over the curves which satisfies the constraints.

Remark 4.3.6. The equations

$$
\begin{aligned}
\sum_{l=0}^{k}(-1)^{l} \frac{d^{l}}{d t^{l}}\left(\frac{\partial L}{\partial q^{(l) i}}\right) & =\sum_{l=0}^{k} \frac{d^{l}}{d t^{l}}\left(\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(l) i}}\right) \quad i=1, \ldots, n \\
\phi^{(j)}\left(q^{(l) i}\right) & =0, \quad j=1, \ldots, m
\end{aligned}
$$

are called higher-order Euler-Lagrange equations with higher-order constraints.

### 4.3.3 Geometric Formulation for Higher-Order Constrained Mechanics.

Now, we develop a geometric characterization of higher-order constrained variational problems using, as an essential tool, the Skinner and Rusk formulation.

Let us consider the Whitney sum $T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q$ and the canonical projections

$$
\begin{gathered}
p r_{1}: T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q \longrightarrow T^{*}\left(T^{(k-1)} Q\right) \\
p r_{2}: T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q \longrightarrow T^{(k)} Q
\end{gathered}
$$

Let us take the submanifold $W_{0}=p r_{2}^{-1}(\mathcal{M})=T^{*}\left(T^{(k-1)} Q\right) \times \mathcal{M}$ and the restrictions to $W_{0}$ of the canonical projections $p r_{1}$ and $p r_{2}$

$$
\begin{gathered}
\pi_{1}=\left.p r_{1}\right|_{W_{0}}: W_{0} \subset T^{*}\left(T^{k-1} Q\right) \oplus T^{(k)} Q \rightarrow T^{*}\left(T^{(k-1)} Q\right) \\
\pi_{2}=\left.p r_{2}\right|_{W_{0}}: W_{0} \subset T^{*}\left(T^{k-1} Q\right) \oplus T^{(k)} Q \rightarrow \mathcal{M} .
\end{gathered}
$$

Now, we consider on $W_{0}$ the presymplectic 2-form

$$
\Omega_{W_{0}}=\pi_{1}^{*}\left(\omega_{T^{(k-1)} Q}\right)
$$

where $\omega_{T^{(k-1)} Q}$ is the canonical symplectic form on $T^{*}\left(T^{(k-1)} Q\right)$. Define also the function $H_{W_{0}}: W_{0} \rightarrow \mathbb{R}$ given by

$$
H_{W_{0}}(\alpha, p)=\left\langle\alpha, j_{k}(p)\right\rangle-\left.L\right|_{\mathcal{M}}(p)
$$

where $(\alpha, p) \in W_{0}=T^{*}\left(T^{(k-1)} Q\right) \times \mathcal{M}$. Here $\langle\cdot, \cdot\rangle$ denotes the natural paring between vectors and covectors on $T^{(k-1)} Q$ (observe that $j_{k}(p) \in T T^{(k-1)} Q$ ).

We will see that the dynamics of the higher-order constrained variational problem is intrinsically characterized as the solutions of the presymplectic hamiltonian equation

$$
\begin{equation*}
i_{X} \Omega_{W_{0}}=d H_{W_{0}} \tag{4.3.1}
\end{equation*}
$$

Let us consider $\Omega=p r_{1}{ }^{*}\left(\omega_{T^{(k-1)} Q}\right)$ and $H: T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q \rightarrow \mathbb{R}$ given by

$$
H=\left\langle p r_{1}, p r_{2}\right\rangle-p r_{2}^{*} L=\left\langle p r_{1}, p r_{2}\right\rangle-L \circ \pi_{2}
$$

Observe that locally

$$
\operatorname{ker} \Omega=\operatorname{span}\left\langle\mathcal{V}_{i}=\frac{\partial}{\partial q^{(k) i}}\right\rangle
$$

Then, it is easy to show that equations (7.2.1) are equivalent to (see 31])

$$
\left\{\begin{align*}
i_{X} \Omega-d H & \in\left(T W_{0}\right)^{0}  \tag{4.3.2}\\
X & \in T W_{0}
\end{align*}\right.
$$

where $\left(T W_{0}\right)^{0}$ is the annihilator of $T W_{0}$ locally spanned by $\left\{d \Phi^{\alpha}\right\}$, where $\Phi^{\alpha}: W_{0} \rightarrow \mathbb{R}$ denote the constraints $\Phi^{\alpha}=\Phi^{\alpha} \circ p r_{2}$ (for notational simplicity, we do not distinguish the notation between constraints on $\mathcal{M}$ and constraints on $W_{0}$ ).

Take coordinates $\left(q^{(0) i}, q^{(1) i}, \ldots, q^{(k-1) i} ; p_{i}^{(0)}, \ldots, p_{i}^{(k-1)}, q^{(k) i}\right)$ on $T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q$, then the local expressions of the presymplectic 2-form $\Omega$ and the hamiltonian $H$ are

$$
\begin{aligned}
\Omega & =\sum_{r=0}^{k-1} d q^{(r) i} \wedge d p_{i}^{(r)} \\
H & =\sum_{r=0}^{k-1} q^{(r+1) i} p_{i}^{(r)}-L\left(q^{(0) i}, q^{(1) i} \ldots, q^{(k) i}\right)
\end{aligned}
$$

Consider a vector field $X$ on $T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q$ with local expression

$$
X=\sum_{r=0}^{k} X^{(r) i} \frac{\partial}{\partial q^{(r) i}}+\sum_{r=0}^{k-1} Y_{i}^{(r)} \frac{\partial}{\partial p_{i}^{(r)}},
$$

and we analyze the equations $i_{X} \Omega=\Omega(X, \cdot)=d H(\cdot)+\lambda_{\alpha} d \Phi^{\alpha}(\cdot)$ : Given $v \in T^{*}\left(T^{(k-1)} Q\right) \oplus$ $T^{(k)} Q$

$$
v=\sum_{r=0}^{k} v^{(r) i} \frac{\partial}{\partial q^{(r) i}}+\sum_{r=0}^{k-1} \widetilde{v}_{i}^{(r)} \frac{\partial}{\partial p_{i}^{(r)}}
$$

we have that

$$
\begin{aligned}
\Omega(X, v) & =\sum_{r=0}^{k-1} d q^{(r) i} \wedge d p_{i}^{(r)}(X, v) \\
& =\sum_{r=0}^{k-1}\left[d q^{(r) i}(X) d p_{i}^{(r)}(v)-d q^{(r) i}(v) d p_{i}^{(r)}(X)\right]=\sum_{r=0}^{k-1}\left[X^{(r) i} \widetilde{v}_{i}^{(r)}-v^{(r) i} Y_{i}^{(r)}\right] .
\end{aligned}
$$

Therefore, since

$$
d H(v)=\sum_{r=0}^{k} \frac{\partial H}{\partial q^{(r) i} \partial v^{(r) i}}+\sum_{r=0}^{k-1} \frac{\partial H}{\partial p_{i}^{(r)}} \widetilde{v}_{i}^{(r)}
$$

and

$$
\lambda_{\alpha} d \Phi^{\alpha}(v)=\sum_{r=0}^{k} \lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(r) i}} v^{(r) i} .
$$

From the equation 7 7.2.1) we obtain

$$
\begin{equation*}
\sum_{r=0}^{k-1}\left[X^{(r)} \widetilde{v}_{i}^{(r)}-v^{(r) i} Y_{i}^{(r)}\right]=\sum_{r=0}^{k} \frac{\partial H}{\partial q^{(r) i}} v^{(r) i}+\sum_{r=0}^{k-1} \frac{\partial H}{\partial p_{i}^{(r)}} \widetilde{v}_{i}^{(r)}+\sum_{r=0}^{k} \lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(r) i}} v^{(r) i} \tag{4.3.3}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
\frac{\partial H}{\partial p_{i}^{(0)}} & =q^{(r+1) 0} \\
\frac{\partial H}{\partial p_{i}^{(1)}} & =q^{(r+1) 1} \\
& \vdots \\
\frac{\partial H}{\partial p_{i}^{(r)}} & =q^{(r+1) i} ; \quad r=0, \ldots, k-1 .
\end{aligned}
$$

And also we have:

$$
\begin{aligned}
\frac{\partial H}{\partial q^{(0) i}} & =-\frac{\partial L}{\partial q^{(0) i}} \\
\frac{\partial H}{\partial q^{(1) i}} & =p_{i}^{(0)}-\frac{\partial L}{\partial q^{(1) i}} \\
\frac{\partial H}{\partial q^{(2) i}} & =p_{i}^{(1)}-\frac{\partial L}{\partial q^{(2) i}} \\
\frac{\partial H}{\partial q^{(r) i}} & =p_{i}^{(r-1)}-\frac{\partial L}{\partial q^{(r) i}} ; \quad r=1, \ldots, k-1 .
\end{aligned}
$$

As (4.3.3) holds for every vector $v$ in $T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q$, we obtain that

$$
-Y_{i}^{(r)}=\frac{\partial H}{\partial q^{(r) i}}-\frac{\partial L}{\partial q^{(r) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(r) i}} \quad r=0, \ldots, k-1
$$

Then,

$$
\begin{aligned}
-Y_{i}^{(0)} & =-\frac{\partial L}{\partial q^{(0) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(0) i}} \\
& \vdots \\
-Y_{i}^{(r)} & =p_{i}^{(r-1)}-\frac{\partial L}{\partial q^{(r) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(r) i}} ; \\
X_{i}^{(r)} & =\frac{\partial H}{\partial p_{i}^{(r)}}=q^{(r+1) i} ; \quad r=0, \ldots, k-1 \\
0 & =\frac{\partial H}{\partial q^{(k) i}}-\frac{\partial L}{\partial q^{(k) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(k) i}}=p_{i}^{(k-1)}-\frac{\partial L}{\partial q^{(k) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(k) i}} .
\end{aligned}
$$

The solutions of Equation $\sqrt{7.2 .1)}$ are defined on the first constraint submanifold given by the set of points $x \in W_{0}$ such that $\left(d H+\lambda_{\alpha} d \Phi^{\alpha}\right)(x)(Z)=0$, for all $Z \in \operatorname{ker} \Omega(x)$. Locally these restrictions are defined from the following relations

$$
\varphi_{i}^{1}=p_{i}^{(k-1)}-\frac{\partial L}{\partial q^{(k) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(k) i}}=0, \quad i=1, \ldots, n .
$$

The equations $\varphi_{i}^{1}=0$ (primary relations) determine the set of points $W_{1}$ of $W_{0}$ where (7.2.1) has a solution. $W_{1}$ is the primary constraint submanifold (assuming that it is a submanifold) for the presymplectic Hamiltonian system ( $W_{0}, \Omega_{W_{0}}, H_{W_{0}}$ ). (See, for instance, [37]).

Then, we have two different types of equations which restrict the dynamics on $T^{*}\left(T^{(k-1)} Q\right) \oplus$ $T^{(k)} Q$

$$
\begin{array}{rll}
\Phi^{\alpha} & =0 \quad \alpha=1, \ldots, m & \quad(\text { constraints determining } \mathcal{M}) \\
\varphi_{i}^{1} & =0 \quad i=1, \ldots, n . \quad \text { (primary relations) } \tag{4.3.5}
\end{array}
$$

Therefore, the equations of motion for an integral curve solution of $X$ are

$$
\begin{align*}
\frac{d}{d t} q^{(r) i} & =q^{(r+1) i}, \quad r=0, \ldots, k-1,  \tag{4.3.6}\\
-\frac{d}{d t} p_{i}^{(0)} & =-\frac{\partial L}{\partial q^{(0) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(0) i}}  \tag{4.3.7}\\
& \vdots  \tag{4.3.8}\\
-\frac{d}{d t} p_{i}^{(r)} & =p_{i}^{(r-1)}-\frac{\partial L}{\partial q^{(r) i}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(r) i}}, \quad r=1, \ldots, k-1  \tag{4.3.9}\\
\left(\frac{d}{d t} q^{(r) i}\right. & \left.=X^{(r) i}, Y_{i}^{r}=\frac{d}{d t} p_{i}^{(r)}\right) \tag{4.3.10}
\end{align*}
$$

and the constraints equations (4.3.4) and (4.3.5).
Differentiating with respect to time the equations $\varphi_{i}^{1}$, substituting into (4.3.9) and proceeding further, we find the equations of motion for the higher-order variational problem analyzed in the last section, i.e.

$$
\begin{equation*}
\sum_{r=0}^{k}(-1)^{r} \frac{d^{r}}{d t^{r}}\left(\frac{\partial L}{\partial q^{(r) i}}-\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(r) i}}\right)=0 . \tag{4.3.11}
\end{equation*}
$$

The solution of equation (7.2.1) on $W_{1}$ may not be tangent to $W_{1}$. In such a case, we have to restrict $W_{1}$ to the submanifold $W_{2}$ where there exists at least a solution tangent to $W_{1}$. Proceeding further, we obtain a sequence of submanifolds [37] (assuming that all the subsets generated by the algorithm are submanifolds)

$$
\cdots \hookrightarrow W_{k} \hookrightarrow \cdots \hookrightarrow W_{2} \hookrightarrow W_{1} \hookrightarrow W_{0} .
$$

Algebraically, these constraint submanifolds can be described as

$$
\begin{equation*}
W_{i}=\left\{x \in T^{*}\left(T^{(k-1)} Q\right) \times_{T^{(k-1)} Q} \mathcal{M} \mid d H_{W_{0}}(x)(v)=0 \quad \forall v \in\left(T_{x} W_{i-1}\right)^{\perp}\right\} \quad i \geq 1, \tag{4.3.12}
\end{equation*}
$$

where $\left(T_{x} W_{i-1}\right)^{\perp}=\left\{v \in T_{x} W_{0} \mid \Omega_{W_{0}}(x)(u, v)=0 \quad \forall u \in T_{x} W_{i-1}\right\}$.
If this constraint algorithm stabilizes, i.e., there exists a positive integer $k \in \mathbb{N}$ such that $W_{k+1}=W_{k}$ and $\operatorname{dim} W_{k} \geq 1$, then we will have at least a well defined solution $X$ on $W_{f}=W_{k}$ such that

$$
\left(i_{X} \Omega_{W_{0}}=d H_{W_{0}}\right)_{\mid W_{f}} .
$$

Now, denote by $\Omega_{W_{1}}$, the pullback of the presymplectic 2 -form $\Omega_{W_{0}}$ to $W_{1}$. In order to establish a necessary and sufficient condition for the symplecticity of the 2 -form $\Omega_{W_{1}}$, we define the extended Lagrangian

$$
\mathcal{L}=L-\lambda_{\alpha} \Phi^{\alpha} .
$$

Theorem 4.3.7. For any choice of coordinates $\left(q^{(0) i}, q^{(1) i}, \ldots, q^{(k-1) i} ; p_{i}^{(0)}, \ldots, p_{i}^{(k-1)}, q^{(k) i}\right)$ in $T^{*}\left(T^{(k-1)} Q\right) \oplus T^{(k)} Q$, we have that $\left(W_{1}, \Omega_{W_{1}}\right)$ is a symplectic manifold if and only if

$$
\operatorname{det}\left(\begin{array}{cc}
\frac{\partial^{2} \mathcal{L}}{\partial q^{(k)} \partial q^{(k) j}} & -\frac{\partial \Phi^{\alpha}}{\partial q^{(k) i}}  \tag{4.3.13}\\
\frac{\partial \Phi^{\beta}}{\partial q^{(k) j}} & \mathbf{0}
\end{array}\right)=\operatorname{det}\left(\begin{array}{cc}
\frac{\partial^{2} L}{\partial q^{(k)} \partial q^{(k) j}}-\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial q^{(k) i} \partial q^{(k) j}} & -\frac{\partial \Phi^{\alpha}}{\partial q^{(k) i}} \\
\frac{\partial \Phi^{\beta}}{\partial q^{(k) j}} & \mathbf{0}
\end{array}\right) \neq 0
$$

## Proof:

Let us recall that $\Omega_{W_{1}}$ is symplectic if and only if $T_{x} W_{1} \cap\left(T_{x} W_{1}\right)^{\perp}=0 \quad \forall x \in W_{1}$, where

$$
\left(T_{x} W_{1}\right)^{\perp}=\left\{v \in T_{x}\left(T^{*} T Q\right) \times_{T Q} \mathcal{M} / \Omega_{W_{0}}(x)(v, w)=0, \text { for all } w \in T_{x} W_{1}\right\} .
$$

Suppose that ( $W_{1}, \Omega_{W_{1}}$ ) is symplectic and that

$$
\lambda^{a} \mathcal{R}_{a b}(x)=0 \text { for some } \lambda^{a} \in \mathbb{R} \text { and } x \in W_{1} .
$$

Hence

$$
\lambda^{b} \mathcal{R}_{a b}(x)=\lambda^{b} d \varphi_{a}(x)\left(\left.\frac{\partial}{\partial \ddot{q}^{b}}\right|_{x}\right)=0 .
$$

Therefore, $\left.\lambda^{b} \frac{\partial}{\partial \dot{q}^{b}}\right|_{x} \in T_{x} W_{1}$ but it is also in $T_{x} W_{1}^{\perp}$. This implies that $\lambda_{b}=0$ for all $b$ and that the matrix $\left(\mathcal{R}_{a b}\right)$ is regular.

Now, suppose that the matrix $\left(\mathcal{R}_{a b}\right)$ is regular. Since

$$
\mathcal{R}_{a b}(x)=d \varphi_{a}(x)\left(\left.\frac{\partial}{\partial \ddot{q}^{b}}\right|_{x}\right),
$$

then, $\left.\frac{\partial}{\partial \dot{q}^{6}}\right|_{x} \notin T_{x} W_{1}$ and, in consequence,

$$
T_{x} W_{1} \oplus \operatorname{span}\left\{\left.\frac{\partial}{\partial \ddot{q}^{b}}\right|_{x}\right\}=T_{x} W_{0} .
$$

Now, let $Z \in T_{x} W_{1} \cap\left(T_{x} W_{1}\right)^{\perp}$ with $x \in W_{1}$. It follows that

$$
0=i_{Z} \Omega_{W_{0}}(x)\left(\left.\frac{\partial}{\partial \ddot{q}^{a}}\right|_{x}\right), \text { for all } a \text { and } i_{Z} \Omega_{W_{0}}(x)(\bar{Z})=0, \text { for all } \bar{Z} \in T_{x} W_{1}
$$

Then, $Z \in \operatorname{ker} \Omega_{W_{0}}(x)$. This implies that

$$
Z=\left.\lambda_{b} \frac{\partial}{\partial \ddot{q}^{b}}\right|_{x}
$$

Since $Z \in T_{x} W_{1}$ then

$$
0=d \varphi_{a}(x)(Z)=d \varphi_{a}(x)\left(\left.\lambda_{b} \frac{\partial}{\partial \ddot{q}^{b}}\right|_{x}\right)=\lambda_{b} \mathcal{R}_{a b}
$$

and, consequently, $\lambda_{b}=0$, for all $b$, and $Z=0$.

Remark 4.3.8. Observe that if the determinant of the matrix in Theorem 5.3.1 is not zero, then we can apply the implicit function theorem to the constraint equation $\varphi_{i}^{1}=0$ and $\Phi^{\alpha}=0$, and we can express the Lagrange multipliers $\lambda_{\alpha}$ and higher-order velocities $q^{(k) i}$ in terms of coordinates $\left(q^{(0) i}, \ldots, q^{(k-1) i}, p_{i}^{(0)}, \ldots, p_{i}^{(k-1)}\right)$, i.e.,

$$
\begin{aligned}
\lambda_{\alpha} & =\lambda_{\alpha}\left(q^{(0)}, q^{(1)}, \ldots, q^{(k-1)}, p^{(0)}, \ldots, p^{(k-1)}\right) \\
q^{(k) i} & =q^{(k) i}\left(q^{(0)}, q^{(1)}, \ldots, q^{(k-1)}, p^{(0)}, \ldots, p^{(k-1)}\right) .
\end{aligned}
$$

Thus we can consider $\left(q^{(0) i}, q^{(1) i}, \ldots, q^{(k-1) i}, p_{i}^{(0)}, \ldots, p_{i}^{(k-1)}\right)$ as local coordinates in $W_{1}$. In this case,

$$
\Omega_{W_{1}}=\sum_{r=0}^{k-1} d q^{(r) i} \wedge d p_{i}^{(r)}
$$

which is obviously symplectic.

Application: Numerical algorithm based on Hamilton's principle [15] In Lewis and Kostelec 45 ] is given a discussion of the use of Hamilton's variational principle to derive numerical methods for systems of differential equations derived from a variational principle, in particular, Hamilton-s equations and Euler-Lagrange equations. The comparison between these methods and symplectic algorithms was treated in [45]. In order to apply numerical methods based in Hamilton's principle, first, it is necessary to determine a class of functions with undetermined parameters for approximating the solutions of the continuous equations over a fixed interval. Finally, Hamilton's principle is applying exactly.

Consider a Lagrangian function $L: T \mathbb{R}^{n} \rightarrow \mathbb{R}$. The extremals functionals

$$
\mathcal{A}(q)=\int_{t_{0}}^{t_{1}} L(q(t), \dot{q}(t)) d t
$$

with boundary conditions $q\left(t_{0}\right)=q_{0}$, and $q\left(t_{1}\right)=q_{1}$ are the solutions of the Euler-Lagrange equations

$$
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{i}}\right)-\frac{\partial L}{\partial q^{i}}=0
$$

The numerical approximation is derived by applying at each step Hamilton's principle over a particular subset of $\mathcal{C}^{2}$-functions. Usually, they are polynomials taking fixed values at the initial point. For instance, taking a polynomial of degree $m$ satisfying the initial conditions; that is,

$$
P(t)=\frac{t_{1}-t}{t_{1}-t_{0}} q_{0}+\frac{t-t_{0}}{t_{1}-t_{0}} q_{1}+\left(t_{1}-t\right)\left(t-t_{0}\right) \sum_{j=0}^{m-2} \alpha_{j} t^{j}
$$

The constraints are given by

$$
\Phi^{i}=q^{(m+1) i}=0, \quad 1 \leq i \leq n
$$

The equations of an integral curve for the system are

$$
\begin{aligned}
\frac{d}{d t} q^{(r) i} & =q^{(r+1) i} \\
-\frac{d}{d t} p_{i}^{0} & =-\frac{\partial L}{\partial q^{i}} \\
-\frac{d}{d t} p_{i}^{(1)} & =p_{i}^{(0)}-\frac{\partial L}{\partial \dot{q}^{i}} \\
-\frac{d}{d t} p_{i}^{(r)} & =p_{i}^{(r-1)}, \quad r=2, \ldots, m,
\end{aligned}
$$

and the constraints

$$
\begin{aligned}
\Psi^{i} & =q^{(m+1) i}=0, \quad 1 \leq i \leq n \\
\varphi_{i}^{1} & =p_{i}^{(m)}+\lambda_{i}=0, \quad 1 \leq i \leq n
\end{aligned}
$$

The regularity condition given in the last theorem gives us a regular matrix. Then the constraint algorithm stops in the first constraint submanifold $W_{1}$ and $\Omega_{W_{1}}$ is symplectic.

## Chapter 5

## Higher-Order Mechanical Systems on Lie Groups

In the recent years, a strong effect has been put on the study of higher-order mechanical systems on Lie groups. This kind of mechanical systems (without symmetries) appear for example in computational anatomy and interpolation problems on Lie groups, where we need to minimize the mean-square covariant acceleration (these minimal curves are known as Riemannian cubic splines)(see [35], [34]). Our principal motivation concerns optimal control problems. If we need, for example, to solve an optimal control problem where the state manifold is a Lie group, under some regularity conditions, it will be solved as a variational problem with constraints depends on higher-order derivatives. The geometric point of view also is treated in this section, that is, a geometric formalism to solve underactuated mechanical systems can be developed using the Skinner-Rusk formalism. The idea is the following: to solve an optimal control problem is equivalent to solve a higher-order problem with higher-order constraints (under some regularity conditions). To solve a higher-order problem with higher-order constraints is equivalent to solve a presymplectic Hamiltonian problem. With the Skinner-Rusk formalism we solve a presymplectic Hamiltonian problem and therefore we solve the optimal control problem for underactuated mechanical systems.

In the case of forced systems, for example, we consider a mechanical system determined by a Lagrangian $L: T G \equiv G \times \mathfrak{g} \rightarrow \mathbb{R}$, where $\mathfrak{g}$ is the Lie algebra of a Lie group $G$, and external forces $f: G \times \mathfrak{g} \rightarrow G \times \mathfrak{g}^{*}$. The motion of the mechanical system is described applying the following principle

$$
\delta \int_{0}^{1} L(g(t), \xi(t)) d t+\int_{0}^{1} f(g(t), \xi(t)) \eta(t) d t=0
$$

for all variations $\delta \xi(t)$ of the form $\delta \xi(t)=\dot{\eta}(t)+[\xi(t), \eta(t)]$, where $\eta$ is an arbitrary curve on the Lie algebra with $\eta(0)=0$ and $\eta(1)=0$.

These equations give us the forced Euler-Poincaré equations:

$$
\frac{d}{d t}\left(\frac{\delta L}{\delta \xi}\right)=\operatorname{ad}_{\xi}^{*}\left(\frac{\delta L}{\delta \xi}\right)+l_{g}^{*} \frac{\partial L}{\partial g}+f
$$

where $\operatorname{ad}_{\xi} \eta=[\xi, \eta]$ and $l_{g}^{*}=\left(T_{e} L_{g}\right)^{*}$.

The force $f$ is chosen in such a way it minimizes the cost functional:

$$
\begin{equation*}
\int_{0}^{1} C(g(t), \xi(t), f(g(t), \xi(t))) d t \tag{5.0.1}
\end{equation*}
$$

where now $C: G \times \mathfrak{g} \times \mathfrak{g}^{*} \rightarrow \mathbb{R}$. In underactuated systems the forces $f$ are constrained, and then second-order constraints appear . This kind of forced systems can be seen as a higher-order variational problem with higher-order constraints, and for this reason is a motivation to study this class of higher-order systems.

First, we give a variational approach of higher-order systems on Lie groups and we obtain the higher-order Euler-Lagrange equations for Lagrangians defined on $G \times k \mathfrak{g}$. From Hamilton's principle, also, in the case when the higher-order Lagrangian is left invariant; we will obtain the higher-order Euler-Poincaré equations. Next, from the Hamiltonian point of view, we obtain the equations for the dynamics on $T^{*}\left(T^{(k-1)} G\right)$. These equations are the higher-order Euler-Arnold equations. Finally, we develop the unifying framework for mechanics using an adaptation of the Skinner-Rusk formalism. We deduce the $k$ order Euler-Lagrange equations and, as a particular example, the $k$-order Euler-Poincaré equations. Since the dynamics is presymplectic, it is necessary to analyze its consistency using a constraint algorithm [37].

### 5.1 Higher-Order Euler-Poincaré equations

In this section we derive the $k^{t h}$-order Euler-Poincaré equations by the variational principle associated with the Lagrangian $L: T^{(k)} G \rightarrow \mathbb{R}$. Let $L: T^{(k)} G \simeq G \times k \mathfrak{g} \rightarrow \mathbb{R}$ be a Lagrangian function, $L\left(g, \dot{g}, \ddot{g}, \ldots, g^{(k)}\right) \equiv L\left(g, \xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right)$ where $\xi=g^{-1} \dot{g}$ (left-trivialization). The problem consists on finding the critical curves of the functional

$$
\mathcal{J}=\int_{0}^{T} L\left(g, \xi, \dot{\xi}, \ddot{\xi}, \ldots, \xi^{(k-1)}\right) d t
$$

among all curves satisfying the boundary conditions for arbitrary variations $\delta g=\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} g_{\epsilon}$, $\delta^{(l)} g=\frac{d^{l}}{d t^{l}}\left(\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} g_{\epsilon}\right), l=1, \ldots, k$; where $\epsilon \mapsto g_{\epsilon}$ is a smooth curve in $G$ such that $g_{0}=g$.

We define, for any $\epsilon, \xi_{\epsilon}:=g_{\epsilon}^{-1} \dot{g}_{\epsilon}$. The corresponding variations $\delta \xi$ induced by $\delta g$ are given by $\delta \xi=\dot{\eta}+[\xi, \eta]$ where $\eta:=g^{-1} \delta g \in \mathfrak{g}(\delta g=g \eta)$. Moreover, $\delta^{(l)} \xi=\frac{d}{d t}\left(\left.\frac{d}{d t}\right|_{\epsilon=0} \xi_{\epsilon}\right), l=$ $1, \ldots, k-2$. Therefore

$$
\begin{gathered}
\delta \int_{0}^{T} L\left(g(t), \xi(t), \dot{\xi}(t), \ldots, \xi^{(k-1)}\right) d t= \\
\left.\frac{d}{d \epsilon}\right|_{\epsilon=0} \int_{0}^{T} L\left(g_{\epsilon}(t), \xi_{\epsilon}(t), \dot{\xi}_{\epsilon}(t), \ldots, \xi_{\epsilon}^{(k-1)}\right) d t= \\
\int_{0}^{T}\left(\left\langle\frac{\partial L}{\partial g}, \delta g\right\rangle+\left\langle\frac{\delta L}{\delta \xi}, \delta \xi\right\rangle+\sum_{j=1}^{k-1}\left\langle\frac{\delta L}{\delta \xi^{(j)}}, \frac{d^{j}}{d t^{j}} \delta \xi\right\rangle\right) d t= \\
\int_{0}^{T}\left(\left\langle\frac{\partial L}{\partial g}, \delta g\right\rangle+\sum_{j=0}^{k-1}\left\langle\frac{\delta L}{\delta \xi^{(j)}}, \frac{d^{j}}{d t^{j}} \delta \xi\right\rangle\right) d t= \\
\int_{0}^{T}\left(\left\langle\frac{\partial L}{\partial g}, \delta g\right\rangle+,\left\langle\sum_{j=0}^{k-1}(-1)^{j} \frac{d^{j}}{d t^{j}} \frac{\delta L}{\delta \xi^{(j)}}, \delta \xi\right\rangle\right) d t= \\
\quad \int_{0}^{T}\left(\left\langle\frac{\partial L}{\partial g}, g \eta\right\rangle+\left\langle\sum_{j=0}^{k-1}(-1)^{j} \frac{d^{j}}{d t^{j}} \frac{\delta L}{\delta \xi^{(j)}}, \frac{d}{d t} \eta+[\xi, \eta]\right\rangle\right) d t= \\
\int_{0}^{T}\left\langle\left(-\frac{d}{d t}+a d_{\xi}^{*}\right) \sum_{j=0}^{k-1}(-1)^{j} \frac{d^{j}}{d t^{j}} \frac{\delta L}{\delta \xi^{(j)}}, \eta\right\rangle d t+\int_{0}^{T}\left\langle l_{g}^{*}\left(\frac{\partial L}{\partial g}\right), \eta\right\rangle d t=0,
\end{gathered}
$$

where we have used integration by parts and the endpoints condition. Thus, the stationary condition $\delta \mathcal{J}=0$ implies the higher-order Euler-Lagrange equations,

$$
l_{g}^{*} \frac{\partial L}{\partial g}+\left(-\frac{d}{d t}+a d_{\xi}^{*}\right) \sum_{j=0}^{k-1}(-1)^{j} \frac{d^{j}}{d t^{j}} \frac{\delta L}{\delta \xi^{(j)}}=0
$$

Observe that when $k=1$, we recover the Euler-Lagrange equations on Lie groups given in the previous chapter. If $k=2$ we have that,

$$
\begin{equation*}
l_{g}^{*} \frac{\partial L}{\partial g}-\frac{d}{d t} \frac{\delta L}{\delta \xi}+\frac{d^{2}}{d t^{2}} \frac{\delta L}{\delta \dot{\xi}}+a d_{\xi}^{*} \frac{\delta L}{\delta \xi}-a d_{\xi}^{*}\left(\frac{d}{d t} \frac{\delta L}{\delta \dot{\xi}}\right)=0 . \tag{5.1.1}
\end{equation*}
$$

They are the second-order Euler-Lagrange equations on Lie groups (see [[27] and [28]]).
If the Lagrangian is invariant under an action of the Lie group, the equations of motion are

$$
\left(-\frac{d}{d t}+a d_{\xi}^{*}\right) \sum_{j=0}^{k-1}(-1)^{j} \frac{d^{j}}{d t^{j}} \frac{\delta L}{\delta \xi^{(j)}}=0 .
$$

In the second-order case, we have that

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \frac{\delta L}{\delta \dot{\xi}}-\frac{d}{d t} \frac{\delta L}{\delta \xi}+a d_{\xi}^{*} \frac{\delta L}{\delta \xi}-a d_{\xi}^{*}\left(\frac{d}{d t} \frac{\delta L}{\delta \dot{\xi}}\right)=0 . \tag{5.1.2}
\end{equation*}
$$

These equations are called second-order Euler-Poincaré equations.

In a recent paper [35], the authors studied invariant higher-order problems and obtain the equations (5.1.2) working in a reduced Lagrangian setting on $\mathfrak{g} \times \mathfrak{g}$.

The results obtained above are summarized in the following theorem.
Theorem 5.1.1. Let $L: T^{(k)} G \simeq G \times k \mathfrak{g} \rightarrow \mathbb{R}$ be a Lagrangian function and let $g(t)$ be a curve in $G$ and $\xi(t)=g(t)^{-1} \dot{g}(t)$ be a curve in the Lie algebra $\mathfrak{g}$. Then the following assertions are equivalent.
(i) The curve $g(t)$ is a solution of the $k^{\text {th }}$-order Euler-Lagrange equations for $L: T^{(k)} G \rightarrow$ $\mathbb{R}$.
(ii) Hamilton's variational principle

$$
\delta \int_{t_{1}}^{t_{2}} L\left(g, \dot{g}, \ldots, g^{(k)}\right) d t=0
$$

holds upon using variations $\delta g$ such that $\delta g^{(j)}$ vanish at the endpoints for $j=0, \ldots, k-$ 1.
(iii) If $L$ is left-invariant, the $k^{\text {th }}$-order Euler-Poincaré equations

$$
\begin{equation*}
\left(\partial_{t} \pm \operatorname{ad}_{\xi}^{*}\right) \sum_{j=0}^{k-1}(-1)^{j} \partial_{t}^{j} \frac{\delta L}{\delta \xi^{(j)}}=0 \tag{5.1.3}
\end{equation*}
$$

holds
(iv) The variational principle

$$
\delta \int_{t_{1}}^{t_{2}} L\left(g, \xi, \dot{\xi}, \ldots, \xi^{(k)}\right)=0
$$

holds for constrained variations of the form $\delta \xi=\partial_{t} \eta \mp[\xi, \eta], \delta^{(l)} \xi=\frac{d}{d t}\left(\left.\frac{d}{d t}\right|_{\epsilon=0} \xi_{\epsilon}\right), l=$ $1, \ldots, k-2$. where $\eta$ is an arbitrary curve in $\mathfrak{g}$ such that $\eta^{(j)}$ vanishes at the endpoints, for all $j=0, \ldots, k-1$.

### 5.2 Higher-order Euler-Arnold's equations on $T^{*}\left(T^{(k-1)} G\right)$

In the previous chapter we have given a geometric approach for a trivialization of a higherorder tangent bundle. Similarly, we can trivialize the higher-order cotangent bundle in the following way,

$$
T^{*}\left(T^{(k-1)} G\right) \equiv T^{*}(G \times(k-1) \mathfrak{g}) \equiv T^{*} G \times(k-1) T^{*} \mathfrak{g} \equiv G \times(k-1) \mathfrak{g} \times k \mathfrak{g}^{*}
$$

To develop our geometric formalism for higher-order problems on Lie groups we need to equip the previous space with a symplectic structure. Thus, we construct a Liouville 1-form $\theta_{G \times(k-1) \mathfrak{g}}$ and a canonical symplectic 2-form $\omega_{G \times(k-1) \mathfrak{g}}$ on $T^{*}(G \times(k-1) \mathfrak{g})$ after the left-trivialization that we are using. Denote by $\boldsymbol{\xi} \in(k-1) \mathfrak{g}$ and $\boldsymbol{\alpha} \in k \mathfrak{g}^{*}$ with components $\boldsymbol{\xi}=\left(\xi^{(0)}, \ldots, \xi^{(k-2)}\right)$ and $\boldsymbol{\alpha}=\left(\alpha_{0}, \ldots, \alpha_{k-1}\right)$.

As we work in a vector space, the Liouville $1-$ form $\theta_{G \times(k-1) \mathfrak{g}} \in \Lambda^{1}\left(G \times \mathfrak{g}^{*} \times(k-1)\left(\mathfrak{g} \times \mathfrak{g}^{*}\right)\right)$ is expressed as

$$
\theta_{G \times(k-1) \mathfrak{g}}=\theta_{G}+\theta_{(k-1) \mathfrak{g}} .
$$

We are interested to know $\theta_{(g, \boldsymbol{\xi}, \boldsymbol{\alpha})}$; this 1-form is applied to elements $\left(\boldsymbol{\xi}_{1}, \boldsymbol{\nu}^{1}\right) \in T_{(g, \boldsymbol{\xi}, \boldsymbol{\alpha})}(G \times$ $\mathfrak{g}^{*} \times(k-1)\left(\mathfrak{g} \times \mathfrak{g}^{*}\right)$, where $\boldsymbol{\xi}_{a} \in k \mathfrak{g}$ and $\boldsymbol{\nu}^{a} \in k \mathfrak{g}^{*}, a=1,2$ with components $\boldsymbol{\xi}_{a}=\left(\xi_{a}^{(i)}\right)_{0 \leq i \leq k-1}$ and $\boldsymbol{\nu}^{a}=\left(\nu_{(i)}^{a}\right)_{0 \leq i \leq k-1}$ where each component $\xi_{a}^{(i)} \in \mathfrak{g}$ and $\nu_{(i)}^{a} \in \mathfrak{g}^{*}$. Observe that $\alpha_{0}$ comes from the identification $T^{*} G=G \times \mathfrak{g}^{*}$.

To calculate $\theta_{G}$ we need to find the tangent application to $\tau \circ \operatorname{Pr}_{(1,2)} \mathcal{L}$ where $\operatorname{Pr}_{(1,2)}$ : $G \times \mathfrak{g}^{*} \times \mathfrak{g} \times \mathfrak{g}^{*} \rightarrow G \times \mathfrak{g}^{*}$ is a canonical projection of the first and second factors, and $\tau: T^{*} G \rightarrow G$ is the fibration which defines $T^{*} G$. We consider the application

$$
\varphi_{t}^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}: G \times \mathfrak{g}^{*} \rightarrow G \times \mathfrak{g}^{*} .
$$

This is applied to an element $\left(g, \alpha_{0}\right) \in G \times \mathfrak{g}^{*}$ and return an element $\left(g \exp \left(t \xi_{1}^{0}\right), \alpha_{0}+t \nu_{0}^{1}\right) \in$ $G \times \mathfrak{g}^{*} . \varphi_{t}^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}$ is a flow of the vector field $X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}\left(g, \alpha_{0}\right)=\left(g \xi_{1}^{0}, \nu_{0}^{1}\right)$.

Therefore the tangent application for $\tau \circ \operatorname{Pr}_{(1,2)} \mathcal{L}$ is

$$
\begin{aligned}
T_{\left(g, \alpha_{0}\right)}\left(\tau \circ \operatorname{Pr}_{(1,2)} \mathcal{L}\right)\left(g \xi_{1}^{0}, \nu_{0}^{1}\right) & =\left.\frac{d}{d t}\right|_{t=0} \tau \circ \operatorname{Pr}_{(1,2)} \mathcal{L}\left(\varphi_{t}^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}\left(g, \alpha_{0}\right)\right) \\
& =\left.\frac{d}{d t}\right|_{t=0} g \exp \left(t \xi_{1}^{0}\right)=g \xi_{1}^{0}
\end{aligned}
$$

where $\mathcal{L}: T^{*} G \rightarrow G \times \mathfrak{g}^{*}$ is the left-trivialization.
Now, we can calculate $\theta_{G}$

$$
\begin{aligned}
\left\langle\theta_{\left(g, \alpha_{0}\right)},\left(g \xi_{1}^{0}, \nu_{0}^{1}\right)\right\rangle & =\left\langle\theta_{\left(P r_{(1,2)} \mathcal{L}\right)}\left(g, \alpha_{0}\right), T_{\left(g, \alpha_{0}\right)}\left(\operatorname{Pr}_{(1,2)} \mathcal{L}\right)\left(g \xi_{1}^{0}, \nu_{0}^{1}\right)\right\rangle \\
& =\left\langle\alpha_{0}, \xi_{1}^{0}\right\rangle=\alpha_{0}\left(\xi_{1}^{0}\right) .
\end{aligned}
$$

In the same way as before, we calculate $\theta_{(k-1) \mathfrak{g}}$. This is given by $\sum_{i=1}^{k-1} \alpha_{i}\left(\xi_{1}^{(i)}\right)$. Then,

$$
\left(\theta_{G \times(k-1) \mathfrak{g}}\right)_{(g, \boldsymbol{\xi}, \boldsymbol{\alpha})}\left(\boldsymbol{\xi}_{1}, \boldsymbol{\nu}^{1}\right)=\left\langle\boldsymbol{\alpha}, \boldsymbol{\xi}_{1}\right\rangle
$$

In the next, we will find the expression of the 2 -form $\omega_{G \times(k-1) \mathfrak{g}}$. For this, we will use the followings formulae

$$
-d \theta_{G \times(k-1) \mathfrak{g}}=-d\left(\theta_{G}+\theta_{(k-1) \mathfrak{g}}\right)=-d\left(\theta_{G}\right)-d\left(\theta_{(k-1) \mathfrak{g}}\right) .
$$

And to calculate $-d \theta_{G}$ we use the formula

$$
\begin{aligned}
-d \theta_{G}\left(X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}, X^{\left(\xi_{0}^{1}, \nu_{0}^{1}\right)}\right) & =-i_{X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}} d\left(i_{X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}} \theta_{G}\right) \\
& +i_{X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}} d\left(i_{\left.X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right.}\right)} \theta_{G}\right) \\
& +i_{\left[X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}, X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}\right]} \theta_{G}
\end{aligned}
$$

We calculate each term of the equality,

$$
\begin{aligned}
& i_{X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}} d\left(i_{\left.X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)} \theta_{G}\right)}\left(g, \alpha_{0}\right)=\right. \\
& L_{X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}}\left(i_{\left.X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right.}\right)} \theta_{G}\right)\left(g, \alpha_{0}\right)= \\
& \left.\frac{d}{d t}\right|_{t=0}\left(\varphi_{t}^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}\right)^{*}\left(i_{X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)}} \theta_{G}\right)\left(g, \alpha_{0}\right)= \\
& \left.\frac{d}{d t}\right|_{t=0}\left\langle\theta_{G}\left(g \exp \left(t \xi_{1}^{0}\right), \alpha_{0}+t \nu_{0}^{1}\right), X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)}\left(g \exp \left(t \xi_{1}^{0}\right), \alpha_{0}+t \nu_{0}^{1}\right)\right\rangle= \\
& \left.\frac{d}{d t}\right|_{t=0}\left\langle\theta_{G}\left(g \exp \left(t \xi_{1}^{0}\right), \alpha_{0}+t \nu_{0}^{1}\right),\left(g \exp \nu_{0}^{1} \xi_{2}^{0}, \nu_{0}^{2}\right)\right\rangle= \\
& \left.\frac{d}{d t}\right|_{t=0}\left(\alpha_{0}+t \nu_{0}^{1}\right)\left(\nu_{0}^{2}\right)=\nu_{0}^{1}\left(\xi_{2}^{0}\right) .
\end{aligned}
$$

The second term is computed in a similar form, and is given by $\nu_{0}^{2}\left(\xi_{1}^{0}\right)$. To calculate the third term, we observe that

$$
\begin{aligned}
& {\left[X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}, X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)}\right]\left(g, \alpha_{0}\right)=\left.\frac{d}{d t}\right|_{t=0}\left(\varphi_{-\sqrt{t}}^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)} \circ \varphi_{-\sqrt{t}}^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)} \circ \varphi_{\sqrt{t}}^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)} \circ \varphi_{\sqrt{t}}^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}\right)\left(g, \alpha_{0}\right)} \\
& =\left.\frac{d}{d t}\right|_{t=0}\left(g \exp \left(\sqrt{t} \xi_{1}^{0}\right) \exp \left(\sqrt{t} \xi_{2}^{0}\right) \exp -\sqrt{t} \xi_{1}^{0} \exp -\sqrt{t} \xi_{2}^{0}, \alpha_{0}\right)=\left(T_{e} L_{g}\left[\xi_{1}^{0}, \xi_{2}^{0}\right], 0\right)= \\
& \left(g\left[\xi_{1}^{0}, \xi_{2}^{0}\right], 0\right) .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\theta_{G}\left(\left[X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}, X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)}\right]\right)\left(g, \alpha_{0}\right)= & =\theta_{G}\left(g, \alpha_{0}\right)\left(g\left[\xi_{1}^{0}, \xi_{2}^{0}\right], 0\right) \\
& =\alpha_{0}\left(\left[\xi_{1}^{0}, \xi_{2}^{0}\right]\right) .
\end{aligned}
$$

Therefore,

$$
-d \theta_{G}\left(X^{\left(\xi_{1}^{0}, \nu_{0}^{1}\right)}, X^{\left(\xi_{2}^{0}, \nu_{0}^{2}\right)}\right)=\omega_{\left(g, \alpha_{0}\right)}\left(\left(g \xi_{1}^{0}, \nu_{0}^{1}\right),\left(g \xi_{2}^{0}, \nu_{0}^{2}\right)\right)=-\nu_{0}^{1}\left(\xi_{2}^{0}\right)+\nu_{0}^{2}\left(\xi_{1}^{0}\right)+\alpha_{0}\left(\left[\xi_{1}^{0}, \xi_{2}^{0}\right]\right) .
$$

Applying, as before, the same formulae we also have

$$
\omega_{(k-1) \mathfrak{g}}=\sum_{i=1}^{k-1}\left\langle\nu_{(i)}^{1}, \xi_{2}^{(i)}\right\rangle+\left\langle\nu_{(i)}^{2}, \xi_{1}^{(i)}\right\rangle
$$

Then, since $\omega_{G \times(k-1) \mathfrak{g}}=\omega_{G}+\omega_{(k-1) \mathfrak{g}}$, we have the identities,

$$
\begin{aligned}
\left(\theta_{G \times(k-1) \mathfrak{g}}\right)_{(g, \boldsymbol{\xi}, \boldsymbol{\alpha})}\left(\boldsymbol{\xi}_{1}, \boldsymbol{\nu}^{1}\right) & =\left\langle\boldsymbol{\alpha}, \boldsymbol{\xi}_{1}\right\rangle, \\
\left(\omega_{G \times(k-1) \mathfrak{g}}\right)_{(g, \boldsymbol{\xi}, \boldsymbol{\alpha})}\left(\left(\boldsymbol{\xi}_{1}, \boldsymbol{\nu}^{1}\right),\left(\boldsymbol{\xi}_{2}, \boldsymbol{\nu}^{2}\right)\right) & =-\left\langle\boldsymbol{\nu}^{1}, \boldsymbol{\xi}_{2}\right\rangle+\left\langle\boldsymbol{\nu}^{2}, \boldsymbol{\xi}_{1}\right\rangle+\left\langle\alpha_{0},\left[\xi_{1}^{(0)}, \xi_{2}^{(0)}\right]\right\rangle \\
& =-\sum_{i=0}^{k-1}\left[\left\langle\nu_{(i)}^{1}, \xi_{2}^{(i)}\right\rangle+\left\langle\nu_{(i)}^{2}, \xi_{1}^{(i)}\right\rangle\right]+\left\langle\alpha_{0},\left[\xi_{1}^{(0)}, \xi_{2}^{(0)}\right]\right\rangle .
\end{aligned}
$$

Now, given the Hamiltonian $H: T^{*} T^{(k-1)} G \equiv G \times(k-1) \mathfrak{g} \times k \mathfrak{g}^{*} \longrightarrow \mathbb{R}$, we compute

$$
\begin{aligned}
d H_{(g, \boldsymbol{\xi}, \boldsymbol{\alpha})}\left(\boldsymbol{\xi}_{2}, \boldsymbol{\nu}^{2}\right)= & \left\langle £_{g}^{*}\left(\frac{\delta H}{\delta g}(g, \boldsymbol{\xi}, \boldsymbol{\alpha})\right), \xi_{2}^{(0)}\right\rangle+\sum_{i=0}^{k-2}\left\langle\frac{\delta H}{\delta \xi^{(i)}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha}), \xi_{2}^{(i+1)}\right\rangle \\
& +\left\langle\boldsymbol{\nu}^{2}, \frac{\delta H}{\delta \boldsymbol{\alpha}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha})\right\rangle
\end{aligned}
$$

As in the previous section, we can derive the Hamilton's equations which are satisfied by the integral curves of the Hamiltonian vector field $X_{H}$ defined by $X_{H}(g, \boldsymbol{\xi}, \boldsymbol{\alpha})=\left(\boldsymbol{\xi}_{1}, \boldsymbol{\nu}^{1}\right)$. Therefore, we deduce that

$$
\begin{aligned}
\boldsymbol{\xi}_{1} & =\frac{\delta H}{\delta \boldsymbol{\alpha}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha}), \\
\nu_{(0)}^{1} & =-£_{g}^{*}\left(\frac{\delta H}{\delta g}(g, \boldsymbol{\xi}, \boldsymbol{\alpha})\right)+a d_{\xi_{1}^{(0)}}^{*} \alpha_{0}, \\
\nu_{(i+1)}^{1} & =-\frac{\delta H}{\delta \xi^{(i)}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha}), \quad 0 \leq i \leq k-2 .
\end{aligned}
$$

In other words, taking $\dot{g}=g \xi^{(0)}$ we obtain the higher-order Euler-Arnold's equations:

$$
\begin{aligned}
\dot{g} & =g \frac{\delta H}{\delta \alpha_{0}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha}), \\
\frac{d \xi^{(i)}}{d t} & =\frac{\delta H}{\delta \alpha_{i}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha}), \quad 1 \leq i \leq k-1 \\
\frac{d \alpha_{0}}{d t} & =-£_{g}^{*}\left(\frac{\delta H}{\delta g}(g, \boldsymbol{\xi}, \boldsymbol{\alpha})\right)+a d_{\delta H / \delta \alpha_{0}}^{*} \alpha_{0} \\
\frac{d \alpha_{i+1}}{d t} & =-\frac{\delta H}{\delta \xi^{(i)}}(g, \boldsymbol{\xi}, \boldsymbol{\alpha}), \quad 0 \leq i \leq k-2
\end{aligned}
$$

### 5.3 Higher-Order Unified Mechanics on Lie Groups

In this section, we describe the main results of this chapter. First, we intrinsically derive the equations of motion for Lagrangian systems defined on higher-order tangent bundles of a Lie group and finally, we will extend the results to the cases of variationally constrained problems.

### 5.3.1 Unconstrained problem

The equations of motion: Now, we will give an adaptation of the Skinner-Rusk algorithm to the case of higher-order theories on Lie groups. We use the identifications

$$
\begin{aligned}
T^{(k)} G & \equiv G \times k \mathfrak{g} \\
T^{*} T^{(k-1)} G & \equiv G \times(k-1) \mathfrak{g} \times k \mathfrak{g}^{*}
\end{aligned}
$$

We define as in [28] the higher-order Pontryaguin bundle

$$
W_{0}=T^{(k)} G \times_{T^{(k-1)} G} T^{*} T^{(k-1)} G \equiv G \times k \mathfrak{g} \times k \mathfrak{g}^{*},
$$

with induced projections

$$
\begin{aligned}
p r_{1}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right) & =\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right) \\
p r_{2}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right) & =(g, \boldsymbol{\xi}, \boldsymbol{\alpha})
\end{aligned}
$$

where, $\boldsymbol{\xi}=\left(\xi^{(0)}, \ldots, \xi^{(k-2)}\right) \in(k-1) \mathfrak{g}$ and $\boldsymbol{\alpha}=\left(\alpha_{0}, \ldots, \alpha_{k-1}\right) \in k \mathfrak{g}^{*}$.


To developing the Skinner and Rusk formalism, it is only necessary to construct the presymplectic 2-form $\Omega_{W_{0}}$ by $\Omega_{W_{0}}=p r_{2}^{*} \omega_{G \times(k-1) \mathfrak{g}}$ and the Hamiltonian function $H: W_{0} \rightarrow$ $\mathbb{R}$ by

$$
H\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right)=\sum_{i=0}^{k-1}\left\langle\alpha_{i}, \xi^{(i)}\right\rangle-L\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right) .
$$

Therefore

$$
\begin{aligned}
& \left(\Omega_{W_{0}}\right)_{\left(g, \boldsymbol{\xi}, \xi\left(\xi^{(k-1)}, \boldsymbol{\alpha}\right)\right.}\left(\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k)}, \boldsymbol{\nu}^{1}\right),\left(\boldsymbol{\xi}_{2}, \xi_{2}^{(k)}, \boldsymbol{\nu}^{2}\right)\right)=-\left\langle\boldsymbol{\nu}^{1}, \boldsymbol{\xi}_{2}\right\rangle+\left\langle\boldsymbol{\nu}^{2}, \boldsymbol{\xi}_{1}\right\rangle \\
& \quad+\left\langle\alpha_{0},\left[\xi_{1}^{(0)}, \xi_{2}^{(0)}\right]\right\rangle=-\sum_{i=0}^{k-1}\left[\left\langle\nu_{(i)}^{1}, \xi_{2}^{(i)}\right\rangle-\left\langle\nu_{(i)}^{2}, \xi_{1}^{(i)}\right\rangle\right]+\left\langle\alpha_{0},\left[\xi_{1}^{(0)}, \xi_{2}^{(0)}\right]\right\rangle
\end{aligned}
$$

where $\boldsymbol{\xi}_{a} \in k \mathfrak{g}, \boldsymbol{\nu}^{a} \in k \mathfrak{g}^{*}$, and $\xi_{a}^{(k)} \in \mathfrak{g}, a=1,2$. Observe that $\xi_{a}^{(k)}$ does not appear on the right-hand side of the previous expression, as a consequence of the presymplectic character of $\Omega_{W_{0}}$. Moreover,

$$
\begin{aligned}
d H_{\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right)}\left(\boldsymbol{\xi}_{2}, \xi_{2}^{(k)}, \boldsymbol{\nu}^{2}\right)= & \left\langle-£_{g}^{*}\left(\frac{\delta L}{\delta g}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)\right), \xi_{2}^{(0)}\right\rangle \\
& +\sum_{i=0}^{k-2}\left\langle\alpha_{i}-\frac{\delta L}{\delta \xi^{(i)}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right), \xi_{2}^{(i+1)}\right\rangle \\
& +\left\langle\boldsymbol{\nu}^{2}, \boldsymbol{\xi}\right\rangle
\end{aligned}
$$

Therefore, the intrinsic equations of motion of a higher-order problem on Lie groups are now

$$
\begin{equation*}
i_{X} \Omega_{W_{0}}=d H \tag{5.3.1}
\end{equation*}
$$

If we look for a solution $X\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right)=\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k-1)}, \boldsymbol{\nu}^{1}\right)$ of Equation 5.3.1 we deduce:

$$
\begin{aligned}
\xi_{1}^{(i)} & =\xi^{(i)}, \quad 0 \leq i \leq k-1, \\
\nu_{(0)}^{1} & =£_{g}^{*}\left(\frac{\delta L}{\delta g}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)\right)+a d_{\xi_{1}^{(0)}} \alpha_{0}, \\
\nu_{(i+1)}^{1} & =\frac{\delta L}{\delta \xi^{(i)}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)-\alpha_{i}, \quad 0 \leq i \leq k-2,
\end{aligned}
$$

and the constraint functions

$$
\alpha_{k-1}-\frac{\delta L}{\delta \xi^{(k-1)}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)=0 .
$$

Observe that the coefficients $\xi_{1}^{k}$ are still undetermined.
An integral curve of $X$, that is a curve of the type

$$
t \longrightarrow\left(g(t), \xi(t), \ldots, \xi^{(k-1)}(t), \alpha_{0}(t), \ldots, \alpha_{k-1}(t)\right),
$$

must satisfy the following system of differential-algebraic equations (DAEs):

$$
\begin{align*}
\dot{g} & =g \xi  \tag{5.3.2}\\
\frac{d \xi^{(i-1)}}{d t} & =\xi^{(i)}, \quad 1 \leq i \leq k-1  \tag{5.3.3}\\
\frac{d \alpha_{0}}{d t} & =£_{g}^{*}\left(\frac{\delta L}{\delta g}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)\right)+a d_{\xi}^{*} \alpha_{0},  \tag{5.3.4}\\
\frac{d \alpha_{i+1}}{d t} & =\frac{\delta L}{\delta \xi^{(i)}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)-\alpha_{i}, \quad 0 \leq i \leq k-2  \tag{5.3.5}\\
\alpha_{k-1} & =\frac{\delta L}{\delta \xi^{(k-1)}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right) \tag{5.3.6}
\end{align*}
$$

If $k \geq 2$, combining Equation 5.3.6 with the 5.3.5 for $i=k-2$, we obtain

$$
\frac{d}{d t} \frac{\delta L}{\delta \xi^{(k-1)}}=\frac{\delta L}{\delta \xi^{(k-2)}}-\alpha_{k-2} .
$$

Proceeding successively, now with $i=k-3$ and ending with $i=0$ we obtain the following relation:

$$
\alpha_{0}=\sum_{i=0}^{k-1}(-1)^{i} \frac{d^{i}}{d t^{i}} \frac{\delta L}{\delta \xi^{(i)}} .
$$

This last expression is also valid for $k \geq 1$. Substituting in the Equation (5.3.4) we finally deduce the $k$-order trivialized Euler-Lagrange equations:

$$
\begin{equation*}
\left(\frac{d}{d t}-a d_{\xi}^{*}\right) \sum_{i=0}^{k-1}(-1)^{i} \frac{d^{i}}{d t^{i}} \frac{\delta L}{\delta \xi^{(i)}}=£_{g}^{*}\left(\frac{\delta L}{\delta g}\right) . \tag{5.3.7}
\end{equation*}
$$

Of course if the Lagrangian $L: T^{(k)} G \equiv G \times k \mathfrak{g} \longrightarrow \mathbb{R}$ is left-invariant, that is

$$
L\left(g, \xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right)=L\left(h, \xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right)
$$

for all $g, h \in G$, then defining the reduced Lagrangian $l: k \mathfrak{g} \longrightarrow \mathbb{R}$ by

$$
l\left(\xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right)=L\left(e, \xi, \dot{\xi}, \ldots, \xi^{(k-1)}\right)
$$

we write Equations (5.3.7) as

$$
\begin{equation*}
\left(\frac{d}{d t}-a d_{\xi}^{*}\right) \sum_{i=0}^{k-1}(-1)^{i} \frac{d^{i}}{d t^{i}} \frac{\delta l}{\delta \xi^{(i)}}=0 \tag{5.3.8}
\end{equation*}
$$

which are the $k$-order Euler-Poincaré equations (see, for instance, [35]).

## The constraint algorithm

Since $\Omega_{W_{0}}$ is presymplectic, then (5.3.1) has not solution along $W_{0}$ then it is necessary to identify the unique maximal submanifold $W_{f}$ which (5.3.1) possesses tangent solutions on $W_{f}$. This final constraint submanifold $W_{f}$ is detected using the Gotay-Nester-Hinds algorithm [?]. This algorithm prescribes that $W_{f}$ is the limit of a string of sequentially constructed constraint submanifolds

$$
\cdots \hookrightarrow W_{k} \hookrightarrow \cdots \hookrightarrow W_{2} \hookrightarrow W_{1} \hookrightarrow W_{0} .
$$

where

$$
\begin{aligned}
W_{i}= & \left\{x \in G \times k \mathfrak{g} \times k \mathfrak{g}^{*} \mid d H(x)\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k)}, \boldsymbol{\nu}^{1}\right)=0\right. \\
& \left.\forall\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k)}, \boldsymbol{\nu}^{1}\right) \in\left(T_{x} W_{i-1}\right)^{\perp}\right\}
\end{aligned}
$$

with $i \geq 1$ and where

$$
\begin{aligned}
\left(T_{x} W_{i-1}\right)^{\perp} & =\left\{\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k)}, \boldsymbol{\nu}^{1}\right) \in(k+1) \mathfrak{g} \times k \mathfrak{g}^{*} \mid \Omega_{W_{0}}(x)\left(\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k)}, \boldsymbol{\nu}^{1}\right),\left(\boldsymbol{\xi}_{2}, \xi_{2}^{(k)}, \boldsymbol{\nu}^{2}\right)\right)=0\right. \\
& \left.\forall\left(\boldsymbol{\xi}_{2}, \xi_{2}^{(k)}, \boldsymbol{\nu}^{2}\right) \in T_{x} W_{i-1}\right\} .
\end{aligned}
$$

where we are using the previously defined identifications. If this constraint algorithm stabilizes, i.e., there exists a positive integer $k \in \mathbb{N}$ such that $W_{k+1}=W_{k}$ and $\operatorname{dim} W_{k} \geq 1$, then we will have at least a well defined solution $X$ on $W_{f}=W_{k}$ such that

$$
\left(i_{X} \Omega_{W_{0}}=d H\right)_{\mid W_{f}}
$$

From these definitions, we deduce that the first constraint submanifold $W_{1}$ is defined by the vanishing of the constraint functions

$$
\alpha_{k-1}-\frac{\delta L}{\delta \xi^{(k-1)}}=0 .
$$

Applying the constraint algorithm we deduce that the following condition, if $k>2$ :

$$
\frac{\delta L}{\delta \xi^{(k-2)}}-\alpha_{k-2}=\frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta \xi^{(k-1)}} \xi_{1}^{(k)}+\sum_{i=0}^{k-2} \frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta \xi^{(i)}} \xi^{i+1}+£_{g}^{*}\left(\frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta g}\right) \xi
$$

In the particular case $k=1$, we deduce the equation

$$
£_{g}^{*}\left(\frac{\delta L}{\delta g}\right)+a d_{\xi}^{*} \alpha_{0}=\frac{\delta^{2} L}{\delta \xi^{2}} \xi_{1}^{(1)}+£_{g}^{*}\left(\frac{\delta^{2} L}{\delta \xi \delta g}\right) \xi .
$$

In both cases, these equations impose restrictions over the remainder coefficients $\xi_{1}^{(k)}$ of the vector field $X$.

If the bilinear form $\frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta \xi^{(k-1)}}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$ defined by

$$
\frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta \xi^{(k-1)}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)(\xi, \tilde{\xi})=\left.\left.\frac{d}{d t}\right|_{t=0} \frac{d}{d s}\right|_{s=0} L\left(g, \boldsymbol{\xi}, \xi^{(k-1)}+t \xi+s \tilde{\xi}\right)
$$

is nondegenerate, we have a special case when the constraint algorithm finishes at the first step $W_{1}$. More precisely, if we denote by $\Omega_{W_{1}}$ the restriction of the presymplectic 2-form $\Omega$ to $W_{1}$, then we have the following theorem,

Theorem 5.3.1. $\left(W_{1}, \Omega_{W_{1}}\right)$ is a symplectic manifold if and only if

$$
\begin{equation*}
\frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta \xi^{(k-1)}} \tag{5.3.9}
\end{equation*}
$$

is nondegenerate.

### 5.3.2 Constrained problem

## The equations of motion

The geometrical interpretation of constrained problems determined by a submanifold $\mathcal{M}$ of $G \times k \mathfrak{g}$, with inclusion $i_{\mathcal{M}}: \mathcal{M} \hookrightarrow G \times k \mathfrak{g}$ and a Lagrangian function defined on it, $L_{\mathcal{M}}: \mathcal{M} \rightarrow \mathbb{R}$, is an extension of the previous framework. First, it is necessary to note that for constrained systems, we understand a variational problem subject to constraints, being this analysis completely different in the case of nonholonomic constraints (see [10, 32, 21]).

Given the pair ( $\mathcal{M}, L_{\mathcal{M}}$ ) we can define the space

$$
\bar{W}_{0}=\mathcal{M} \times k \mathfrak{g}^{*} .
$$

Take the inclusion $i_{\bar{W}_{0}}: \bar{W}_{0} \hookrightarrow G \times k \mathfrak{g} \times k \mathfrak{g}^{*}$, then we can construct the following presymplectic form

$$
\Omega_{\bar{W}_{0}}=\left(p r_{2} \circ i_{\bar{W}_{0}}\right)^{*} \Omega_{G \times(k-1) \mathfrak{g} \times k \mathfrak{g}^{*}},
$$

and the function $\bar{H}: \bar{W}_{0} \rightarrow \mathbb{R}$ defined by

$$
\bar{H}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right)=\sum_{i=0}^{k-1}\left\langle\alpha_{i}, \xi^{(i)}\right\rangle-L_{\mathcal{M}}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right),
$$

where $\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right) \in \mathcal{M}$.
With these two elements it is possible to write the following presymplectic system:

$$
\begin{equation*}
i_{X} \Omega_{\bar{W}_{0}}=d \bar{H} \tag{5.3.10}
\end{equation*}
$$

This then justifies the use of the following terminology.
Definition 5.3.2. The presymplectic Hamiltonian system $\left(\bar{W}_{0}, \Omega_{\bar{W}_{0}}, \bar{H}\right)$ will be called the variationally constrained Hamiltonian system.

To characterize the equations we will adopt an "extrinsic point of view", that is, we will work on the full space $W_{0}$ instead of in the restricted space $\overline{W_{0}}$. Consider an arbitrary extension $L: G \times k \mathfrak{g} \rightarrow \mathbb{R}$ of $L_{\mathcal{M}}: \mathcal{M} \rightarrow \mathbb{R}$. The main idea is to take into account that Equation (5.3.10) is equivalent to

$$
\left\{\begin{aligned}
i_{X} \Omega_{W_{0}}-d H & \in \operatorname{ann} T \bar{W}_{0} \\
X & \in T \bar{W}_{0}
\end{aligned}\right.
$$

where ann denotes the annihilator of a distribution and $H$ is the function defined in Section 5.3.1.

Assuming that $\mathcal{M}$ is determined by the vanishing of $m$-independent constraints

$$
\Phi^{A}\left(g, \boldsymbol{\xi}, \xi^{(k-1)}\right)=0, \quad 1 \leq A \leq m
$$

then, locally, ann $T \bar{W}_{0}=\operatorname{span}\left\{d \Phi^{A}\right\}$, and therefore the previous equations is rewritten as

$$
\left\{\begin{aligned}
i_{X} \Omega_{W_{0}}-d H & =\lambda_{A} d \Phi^{A}, \\
X\left(\Phi^{A}\right) & =0,
\end{aligned}\right.
$$

where $\lambda_{A}$ are Lagrange multipliers to be determined.
If $X\left(g, \boldsymbol{\xi}, \xi^{(k-1)}, \boldsymbol{\alpha}\right)=\left(\boldsymbol{\xi}_{1}, \xi_{1}^{(k)}, \boldsymbol{\nu}^{1}\right)$ then, as in the previous subsection, we obtain the following prescription about these coefficients:

$$
\begin{aligned}
\xi_{1}^{(i)} & =\xi^{(i)}, \quad 0 \leq i \leq k-1 \\
\nu_{(0)}^{1} & =£_{g}^{*}\left(\frac{\delta L}{\delta g}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta g}\right)+a d_{\xi_{1}^{(0)}} \alpha_{0}, \\
\nu_{(i+1)}^{1} & =\frac{\delta L}{\delta \xi^{(i)}}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta \xi^{(i)}}-\alpha_{i}, \quad 0 \leq i \leq k-2, \\
0 & =£_{g}^{*}\left(\frac{\delta \Phi^{A}}{\delta g}\right) \xi+\sum_{i=1}^{k-2} \frac{\delta \Phi^{A}}{\delta \xi^{(i)}} \xi^{(i+1)}+\frac{\delta \Phi^{A}}{\delta \xi^{(k-1)}} \xi_{1}^{(k)}, \quad 1 \leq A \leq m
\end{aligned}
$$

and the algebraic equations:

$$
\begin{aligned}
\alpha_{k-1}-\frac{\delta L}{\delta \xi^{(k-1)}}+\lambda_{A} \frac{\delta \Phi^{A}}{\delta \xi^{(k-1)}} & =0 \\
\Phi^{A} & =0
\end{aligned}
$$

The integral curves of $X$ satisfy the system of differential-algebraic equations with additional unknowns $\left(\lambda_{A}\right)$ :

$$
\begin{aligned}
\dot{g} & =g \xi, \\
\frac{d \xi^{(i-1)}}{d t} & =\xi^{(i)}, \quad 1 \leq i \leq k-1, \\
\frac{d \alpha_{0}}{d t} & =£_{g}^{*}\left(\frac{\delta L}{\delta g}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta g}\right)+a d_{\xi}^{*} \alpha_{0}, \\
\frac{d \alpha_{i+1}}{d t} & =\frac{\delta L}{\delta \xi^{(i)}}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta \xi^{(i)}}-\alpha_{i}, \\
0 & =£_{g}^{*}\left(\frac{\delta \Phi^{A}}{\delta g}\right) \xi+\sum_{i=1}^{k-2} \frac{\delta \Phi^{A}}{\delta \xi^{(i)}} \xi^{(i+1)}+\frac{\delta \Phi^{A}}{\delta \xi^{(k-1)}} \xi_{1}^{(k-1)} \\
\alpha_{k-1} & =\frac{\delta L}{\delta \xi^{(k-1)}}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta \xi^{(k-1)}}, \\
\Phi^{A} & =0 .
\end{aligned}
$$

As a consequence we finally obtain the $k$-order trivialized constrained Euler-Lagrange equations,

$$
\begin{equation*}
\left(\frac{d}{d t}-a d_{\xi}^{*}\right) \sum_{i=0}^{k-1}(-1)^{i} \frac{d^{i}}{d t^{i}}\left[\frac{\delta L}{\delta \xi^{(i)}}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta \xi^{(i)}}\right]=£_{g}^{*}\left(\frac{\delta L}{\delta g}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta g}\right) . \tag{5.3.11}
\end{equation*}
$$

If the Lagrangian $L: T^{(k)} G \equiv G \times k \mathfrak{g} \longrightarrow \mathbb{R}$ and the constraints $\Phi^{A}: G \times k \mathfrak{g} \longrightarrow \mathbb{R}$, $1 \leq A \leq m$ are left-invariant then defining the reduced lagrangian $l: k \mathfrak{g} \longrightarrow \mathbb{R}$ and the reduced constraints $\phi^{A}: k \mathfrak{g} \rightarrow \mathbb{R}$ we write Equations (5.3.11) as

$$
\begin{equation*}
\left(\frac{d}{d t}-a d_{\xi}^{*}\right) \sum_{i=0}^{k-1}(-1)^{i} \frac{d^{i}}{d t^{i}}\left[\frac{\delta l}{\delta \xi^{(i)}}-\lambda_{A} \frac{\delta \phi^{A}}{\delta \xi^{(i)}}\right]=0 . \tag{5.3.12}
\end{equation*}
$$

## The constraint algorithm

As in the previous subsection it is possible to apply the Gotay-Nester algorithm to obtain a final constraint submanifold where we have at least a solution which is dynamically compatible. The algorithm is exactly the same but applied to the equation (5.3.10).

The first constraint submanifold $\bar{W}_{1}$ is determined by the conditions

$$
\begin{aligned}
\alpha_{k-1} & =\frac{\delta L}{\delta \xi^{(k-1)}}-\lambda_{A} \frac{\delta \Phi^{A}}{\delta \xi^{(k-1)}}, \\
\Phi^{A} & =0
\end{aligned}
$$

If we denote by $\Omega_{\bar{W}_{1}}$ the pullback of the presymplectic 2 -form $\Omega_{\bar{W}_{0}}$ to $\bar{W}_{1}$, we have the following theorem,

Theorem 5.3.3. ( $\left.\bar{W}_{1}, \Omega_{\bar{W}_{1}}\right)$ is a symplectic manifold if and only if

$$
\left(\begin{array}{ll}
\frac{\delta^{2} L}{\delta \xi^{(k-1)} \delta \xi^{(k-1)}} & \frac{\delta \Phi^{A}}{\delta \xi^{(k-1)}}  \tag{5.3.13}\\
\frac{\delta \Phi^{A} A}{\delta \xi^{(k-1)}} & \mathbf{0}
\end{array}\right)
$$

is nondegenerate, considered as a bilinear form on the vector space $\mathfrak{g} \times \mathbb{R}^{m}$.

## Chapter 6

## Optimal Control of Mechanical Systems

As we said in the introduction, the goal of control theory is determine the behavior of a dynamical system by external forces acting. In this chapter we gives a selection of techniques and results in optimal control theory that are optimization problems for mechanical systems based on [10], and [56].

### 6.1 Optimal Control

Given a set of constraints, there are two type of associated problems. One of them is not variational (Lagrange - D'Alambert principle) but very appropriated to study the dynamics of certain class of mechanical systems [14], [13]. The other one is the variational approach. This framework is the suitable framework to study the class of optimal control systems.

Recall that the variational problems are equivalent to the classical problems of minimization, which consist on minimizing the Lagrangian action over a set of curves which satisfies the condition of fixed endpoints.

That is, let $Q$ be a configuration manifold and $T Q$ its tangent bundle with local coordinates $\left(q^{i}, \dot{q}^{i}\right)$. Let $L: T Q \rightarrow \mathbb{R}$ be a Lagrangian function and $\Phi: T Q \rightarrow \mathbb{R}^{n-m}$ given smooth constraints.

Definition 6.1.1. [10] The Lagrange problem is given by

$$
\min _{q(\cdot)} \int_{0}^{T} L\left(q^{i}, \dot{q}^{i}\right) d t
$$

subject to the condition of fixed endpoints, $q(0)=0, q(T)=q_{T}$, and subject to the constraint functions,

$$
\Phi\left(q^{i}, \dot{q}^{i}\right)=0 .
$$

### 6.1.1 Optimal Control and Maximum Principle

In this subsection we will discuss the maximum principle, which gives rise necessary conditions for the existence of a solution curve of the optimal control problem. Optimal control
problems include, for example, the minimum time problem given by Bernoulli, which is not given in a classical variational procedure.

The difference between both, the optimal control problem and the variational problems with constraints, is the extremal conditions, which are expressed in Hamiltonian form and Pontryagin's maximum principle ; nevertheless, the variational approach gives us a Lagrangian setting.

## General Setting of Optimal Control Problems

Suppose that we have a classical optimal control problem,

$$
\begin{equation*}
\min _{u(\cdot)} \int_{0}^{T} g(q, u) d t \tag{6.1.1}
\end{equation*}
$$

subject to the conditions:

- a differential equation $\dot{q}=f(q, u)$, and the state space contains $q \in Q$ and the controls in $\Omega \in \mathbb{R}^{k}$;
- $q(0)=q_{0}, q(T)=q_{T}$
where $f$ and $g \geq 0$ are smooth functions, $\Omega$ is a closed subset of $\mathbb{R}^{k}$, and $Q$ is a $n$-dimensional differentiable manifold, called state space of the system. The function $g$ is the cost function or objective.

Pontryagin's Maximum Principle Consider a Hamiltonian parameterized on $T^{*} Q$ and given by

$$
\widehat{H}(q, p, u)=\langle p, f(q, u)\rangle-p_{0} g(q, u),
$$

where $p_{0} \geq 0$ is a fixed positive constant and $p \in T^{*} Q$. We observe that $p_{0}$ is a multiplier of the cost functional and that $\widehat{H}$ is linear in $p$. We denote by $t \mapsto u^{*}(t)$ a curve that satisfies the following relationship along the trajectory $t \mapsto(q(t), p(t)) \in T^{*} Q$ :

$$
\begin{equation*}
H\left(q(t), p(t), u^{*}(t)\right)=\max _{u \in \Omega} \widehat{H}(q(t), p(t), u) . \tag{6.1.2}
\end{equation*}
$$

Then, if $u^{*}$ defines implicitly a function depending of $q$ and $p$ by the equation the equation (6.1.2), we can define $H^{*}$ by

$$
H^{*}(q(t), p(t), t)=H\left(q(t), p(t), u^{*}(t)\right)
$$

The time-varying function $H^{*}$ defines a time-varying Hamiltonian vector field $X_{H^{*}}$ on $T^{*} Q$ with respect to the canonical symplectic structure on $T^{*} Q$.

Pontryagin's maximum principle gives necessary conditions for extremals of the optimal control problem as follows: An extremal trajectory $t \mapsto q(t)$ for the optimal control problem is a projection onto $Q$ of a trajectory of the flow of the vector field $X_{H^{*}}$ that satisfies the boundary conditions $q(0)=q_{0}, q(T)=q_{T}$ and for which $t \mapsto\left(p(t), p_{0}\right) \neq 0$ for all $t \in[0, T]$.

The extremal is called normal when $p_{0} \neq 0$. When $p_{0}=0$ we said that the extremal is abnormal. Moreover, $u^{*}$ is determined in unique form under the condition

$$
0=\frac{\partial \widehat{H}}{\partial u}\left(q(t), p(t), u^{*}(t)\right), t \in[0, T] .
$$

That is, $u^{*}$ minimize the function $\widehat{H}$.
By the implicit function theorem, there exists a function $k$ such that $u^{*}(t)=k(q(t), p(t))$. We establish that

$$
H(q, p)=\widehat{H}(q, p, k(q, p))
$$

then, along the extremal curves,

$$
H(q(t), p(t))=H^{*}(q(t), p(t), t)
$$

### 6.2 Variational Problems and Optimal Control

Variational problems with constraints are equivalent to an optimal control problem under some regularity conditions.

Consider the modified Lagrangian,

$$
\begin{equation*}
\Lambda(q, \dot{q}, \lambda)=L(q, \dot{q})+\lambda \Phi(q, \dot{q}) \tag{6.2.1}
\end{equation*}
$$

The Euler-Lagrange equations are given by

$$
\begin{align*}
\frac{d}{d t} \frac{\partial}{\partial \dot{q}} \Lambda(q, \dot{q}, \lambda)-\frac{\partial}{\partial q} \Lambda(q, \dot{q}, \lambda) & =0  \tag{6.2.2}\\
\Phi(q, \dot{q}) & =0 \tag{6.2.3}
\end{align*}
$$

We rewrite these equations in a Hamiltonian form and we prove that these equations are equivalent to the equations of motion given by the maximum principle for a suitable optimal control problem.

Let

$$
\begin{equation*}
p=\frac{\partial}{\partial \dot{q}} \Lambda(q, \dot{q}, \lambda) \tag{6.2.4}
\end{equation*}
$$

and consider this equation with the constraints

$$
\begin{equation*}
\Phi(q, \dot{q})=0 \tag{6.2.5}
\end{equation*}
$$

Then we wish to solve (6.2.4) and (6.2.5) for $(\dot{q}, \lambda)$. We assume that on an open set $U \subset Q$, the matrix

$$
\left(\begin{array}{cc}
\frac{\partial^{2}}{\partial \dot{q}^{2}} \Lambda(q, \dot{q}, \lambda) & \frac{\partial}{\partial \dot{q}} \Phi(q, \dot{q})^{T} \\
\frac{\partial}{\partial \dot{q}} \Phi(q, \dot{q}) . & 0
\end{array}\right)
$$

has full rank. Then, by the implicit function theorem we can clear $\dot{q}$ and $\lambda$ as a function of $q$ and $p$

$$
\begin{align*}
\dot{q} & =\phi(q, p)  \tag{6.2.6}\\
\lambda & =\psi(q, p) \tag{6.2.7}
\end{align*}
$$

Theorem 6.2.1 (Caratheódory (1967) ,Rund (1966), Arnold, Kozlov and Neishtadt (1988), Bloch and Crouch (1994)). Under the transformations (6.2.6) and (6.2.7), the EulerLagrange system (6.2.2) is transformed in the Hamiltonian system

$$
\begin{aligned}
\dot{q} & =\frac{\partial}{\partial p} H(q, p) \\
\dot{p} & =-\frac{\partial}{\partial q} H(q, p)
\end{aligned}
$$

where

$$
\begin{equation*}
H(q, p)=p \cdot \phi(q, p)-L(q, \phi(q, p)) \tag{6.2.8}
\end{equation*}
$$

Proof: The fact that $\Phi(q, \phi(q, p))=0$ implies that

$$
\begin{gathered}
\frac{\partial \Phi}{\partial q}+\frac{\partial \Phi}{\partial \dot{q}} \frac{\partial \phi}{\partial q}=0 \\
\frac{\partial \Phi}{\partial \dot{q}} \frac{\partial \phi}{\partial p}=0
\end{gathered}
$$

Then, using (6.2.4), we obtain that

$$
\frac{\partial H}{\partial p}=\phi+\left(p-\frac{\partial L}{\partial \dot{q}}\right) \frac{\partial \phi}{\partial p}=\dot{q}+\lambda\left(\frac{\partial \Phi}{\partial \dot{q}} \frac{\partial \phi}{\partial p}\right)=\dot{q}
$$

In a similar form,

$$
\frac{\partial H}{\partial q}=-\frac{\partial L}{\partial q}+\left(p-\frac{\partial L}{\partial \dot{q}}\right) \frac{\partial \phi}{\partial p}=-\frac{\partial L}{\partial \dot{q}}+\lambda\left(\frac{\partial \Phi}{\partial \dot{q}} \frac{\partial \phi}{\partial p}\right)=-\left(\frac{\partial L}{\partial \dot{q}}+\lambda \frac{\partial \Phi}{\partial q}\right)=-\frac{\partial \Lambda}{\partial q}=-\dot{p} .
$$

Definition 6.2.2. Let $q \in \mathbb{R}^{n}$, $u \in \mathbb{R}^{m}$ the Optimal Control Problem is given by

$$
\begin{equation*}
\min _{u(\cdot)} \int_{0}^{T} g(q, u) d t \tag{6.2.9}
\end{equation*}
$$

subject to

$$
\dot{q}=f(q, u),
$$

with boundary conditions $q(0)=0, q(T)=q_{T}$.
With this definition we have the following theorem,
Theorem 6.2.3. [10] The Lagrange problem and optimal control problem generate the same extremal trajectories if and only if,

1. $\Phi(q, \dot{q})=0$ if and only if there exits $u$ such that $\dot{q}=f(q, u)$.
2. $L(q, f(q, u))=g(q, u)$.
3. The optimal control $u^{*}$ is uniquely determined by the condition

$$
\frac{\partial \widehat{H}}{\partial u}\left(q, p, u^{*}\right)=0
$$

where

$$
\frac{\partial^{2} \widehat{H}}{\partial u^{2}}\left(q, p, u^{*}\right)
$$

has full rank and

$$
\begin{equation*}
\widehat{H}(q, p, u)=\langle p, f(q, u)\rangle-g(q, u) \tag{6.2.10}
\end{equation*}
$$

is the Hamiltonian given by the maximum principle.

Proof: By (3), we can use the equation

$$
\frac{\partial \widehat{H}}{\partial u}\left(q, p, u^{*}\right)=p \cdot \frac{\partial f}{\partial u}\left(q, u^{*}\right)-\frac{\partial g}{\partial u}\left(q, u^{*}\right)=0
$$

to deduce that, there exists a function $r$ such that $u^{*}=r(q, p)$. The extremal trajectories are now generated by the Hamiltonian

$$
\begin{equation*}
\bar{H}(q, p)=\widehat{H}(q, p, r(x, p))=p \cdot f(q, r(q, p))-g(q, r(q, p)) . \tag{6.2.11}
\end{equation*}
$$

Then, the result follows, and we have

$$
\begin{align*}
\bar{H}(q, p) & =H(q, p)  \tag{6.2.12}\\
f(q, r(q, p)) & =\phi(q, p)  \tag{6.2.13}\\
g(q, r(q, p)) & =L(q, \phi(q, p)) \tag{6.2.14}
\end{align*}
$$

### 6.3 Lagrangian and Hamiltonian Control Systems

The extension of the notion of Hamiltonian and Lagrangian systems to control theory was formally proposed by Brockett, Willems and van der Schaft, among others.

The simplest form of Lagrangian control system is a Lagrangian system with external forces: in local coordinates we have

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{i}}\right)-\frac{\partial L}{\partial q^{i}}=u_{i}, \quad i=1, \ldots, m,  \tag{6.3.1}\\
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{i}}\right)-\frac{\partial L}{\partial q^{i}}=0, \quad i=m+1, \ldots, n . \tag{6.3.2}
\end{align*}
$$

More generally, we have the system

$$
\frac{d}{d t}\left(\frac{\partial L(q, \dot{q}, u)}{\partial \dot{q}^{i}}\right)-\frac{\partial L(q, \dot{q}, u)}{\partial q^{i}}
$$

for $q \in \mathbb{R}^{n}$ and $u \in \mathbb{R}^{m}$ (see [10] and reference therein). When $m<n$ we say that the system is underactuated.

Similarly, one can define a Hamiltonian control system. In local coordinates, these have the form

$$
\begin{aligned}
& \dot{q}^{i}=\frac{\partial H(q, p, u)}{\partial p_{i}} \\
& \dot{p}^{i}=-\frac{\partial H(q, p, u)}{\partial q_{i}},
\end{aligned}
$$

for $q, p \in \mathbb{R}^{n}$ and $u \in \mathbb{R}^{m}$.

### 6.4 Optimal Control of Mechanical Systems on Lie Groups

### 6.4.1 Left-invariant control systems

Let $G$ be a Lie group and $\mathfrak{g}$ its Lie algebra. A left-invariant control system $\Gamma$ in a Lie group $G$ is a subset of $\mathfrak{g}$;

$$
\Gamma \subset \mathfrak{g}
$$

The most typical examples are the affine control systems

$$
\Gamma=\left\{\xi+\sum_{i=1}^{m} u_{i} \xi_{i} \mid u=\left(u_{1}, \ldots, u_{m}\right) \in U \subset \mathbb{R}^{m}\right\}
$$

where $\xi, \xi_{1}, \ldots, \xi_{m}$ are elements of $\mathfrak{g}$. The classical form in which are written this kind of control systems is

$$
\dot{g}=g \xi+\sum_{i=1}^{m} u_{i} g \xi_{i}, \text { with } g \in G .
$$

### 6.4.2 Accessibility and Controllability

A trajectory of a left-invariant control system $\Gamma$ on $G$ is a continuous curve $g(t)$ in $G$ defined in an interval $\left[t_{0}, T\right] \subset \mathbb{R}$ such that there exists a partition

$$
t_{0}<t_{1}<\ldots<t_{N}=T
$$

and elements,

$$
\xi_{1}, \ldots, \xi_{N} \in \Gamma
$$

such that the restriction of $g(t)$ in each open interval $\left(t_{i-1}, t_{i}\right)$ is smooth and

$$
\dot{g}(t)=g(t) \xi_{i}, \quad i=1, \ldots, N .
$$

Definition 6.4.1. For each $T \geq 0$ and $g \in G$, the reachable set at time $T$ from $g$ of the left-invariant control system $\Gamma \in \mathfrak{g}$ is the set

$$
\mathcal{A}_{\Gamma}(g, T)=\{g(T) \mid g(t) \text { trajectory of } \Gamma, g(0)=g\}
$$

Definition 6.4.2. The reachable set at time less than or equal to $T$ is defined by

$$
\mathcal{A}_{\Gamma}(g, \leq T)=\bigcup_{0 \leq t \leq T} \mathcal{A}_{\Gamma}(g, t) .
$$

Definition 6.4.3. The reachable set is defined as

$$
\mathcal{A}_{\Gamma}(g)=\bigcup \bigcup_{T \geq 0} \mathcal{A}_{\Gamma}(g, T)
$$

Definition 6.4.4. The system $\Gamma \subset \mathfrak{g}$ is controllable if for each pair of points $g_{0}$ and $g_{1}$ in G:

$$
g_{1} \in \mathcal{A}_{\Gamma}\left(g_{0}\right)
$$

### 6.4.3 Properties of Reachable Sets

First, we observe that for all $\xi \in \mathfrak{g}$ and $g_{0} \in G$ the Cauchy problem

$$
\dot{g}=g \xi, \quad g\left(t_{0}\right)=g_{0}
$$

has a solution $g(t)=g_{0} \exp \left(\left(t-t_{0}\right) \xi\right)$.
Lemma 6.4.5. Let $g(t), t \in\left[t_{0}, T\right]$ be a trajectory of a left-invariant control system $\Gamma \subset \mathfrak{g}$ with $g(0)=g_{0}$. Then there exists $N \in \mathbb{N}$ and

$$
\tau_{1}, \ldots, \tau_{N}>0, \quad \xi_{1}, \ldots, \xi_{N} \in \mathfrak{g}
$$

such that

$$
g(T)=g_{0} \exp \left(\tau_{1} \xi_{1}\right) \cdots \exp \left(\tau_{N} \xi_{N}\right)
$$

and $T-t_{0}=\tau_{1}+\ldots+\tau_{N}$.
Proof:
By definition of trajectory, there exists a partition

$$
t_{0}<t_{1}<\ldots<t_{N}=T
$$

and elements,

$$
\xi_{1}, \ldots, \xi_{N} \in \Gamma
$$

such that the restriction of $g(t)$ in each open subset $\left(t_{i-1}, t_{i}\right)$ is differentiable and

$$
\dot{g}(t)=g(t) \xi_{i}, \quad i=1, \ldots, N .
$$

In the first interval, we have that

$$
t \in\left(t_{0}, t_{1}\right), \quad \dot{g}=g \xi_{1}, \quad g\left(t_{0}\right)=g_{0}
$$

Therefore,

$$
g(t)=g_{0} \exp \left(\left(t-t_{0}\right) \xi_{1}\right), \quad g\left(t_{1}\right)=g_{0} \exp \left(\left(t_{1}-t_{0}\right) \xi_{1}\right),
$$

The next interval, $\left(t_{1}, t_{2}\right)$ :

$$
\dot{g}=g \xi_{2}, \quad g\left(t_{1}\right)=g_{0} \exp \left(\left(t_{1}-t_{0}\right) \xi_{1}\right)
$$

then

$$
g(t)=g_{0} \exp \left(\left(t_{1}-t_{0}\right) \xi_{1}\right) \exp \left(\left(t-t_{1}\right) \xi_{2}\right),
$$

and

$$
g\left(t_{2}\right)=g_{0} \exp \left(\left(t_{1}-t_{0}\right) \xi_{1}\right) \exp \left(\left(t_{2}-t_{1}\right) \xi_{2}\right),
$$

If we denote by $\tau_{1}=t_{1}-t_{0}$ and $\tau_{2}=t_{2}-t_{0}$ we have that

$$
g\left(t_{2}\right)=g_{0} \exp \left(\tau_{1} \xi_{1}\right) \exp \left(\tau_{2} \xi_{2}\right)
$$

Proceeding in the same way,

$$
g\left(t_{N}\right)=g(T)=g_{0} \exp \left(\tau_{1} \xi_{1}\right) \cdots \exp \left(\tau_{N} \xi_{N}\right)
$$

with $\tau_{1}=t_{i}-t_{i-1}, i=1, \ldots, N$ y $\tau_{N}+\ldots+\tau_{1}=T$.
From this lemma, we deduce that

- $\mathcal{A}_{\Gamma}(g)=\left\{g \exp \left(t_{1} \xi_{1}\right) \cdots \exp \left(t_{N} \xi_{N}\right) \mid \xi_{i} \in \Gamma, t_{i}>0, N \geq 0\right\}$
- $\mathcal{A}_{\Gamma}(g)=g \mathcal{A}_{\Gamma}(e)$
- $\mathcal{A}_{\Gamma}(g)$ is simply connected .

Then, the control system $\Gamma$ is controllable if and only if $\mathcal{A}_{\Gamma}(e)=G$.
Definition 6.4.6. The orbit of $\Gamma$ in a point $g \in G$ is the set

$$
\mathcal{O}_{\Gamma}(g)=\left\{g \exp \left(t_{1} \xi_{1}\right) \cdots \exp \left(t_{N} \xi_{N}\right) \mid \xi_{i} \in \Gamma, t_{i} \in \mathbb{R}, N \geq 0\right\}
$$

Obviously,

$$
\mathcal{O}_{\Gamma}(g)=g \mathcal{O}_{\Gamma}(e)
$$

Denote by Lie $\Gamma$ the Lie algebra generated by $\Gamma$.
Theorem 6.4.7 (Hermann-Nagano theorem). It is verified by $\mathcal{O}_{\Gamma}(\boldsymbol{I}) \subset G$ is a differentiable submanifold of $G$ with tangent space $T_{e} \mathcal{O}_{\Gamma}(e)=L i e \Gamma$.

Therefore, is easy to deduce that $\mathcal{O}_{\Gamma}(e)$ is a Lie subgroup of $G$ with Lie algebra Lie $\Gamma$.
Theorem 6.4.8. A control system $\Gamma \subset \mathfrak{g}$ is controllable if and only if

1. $G$ is connected;
2. $\operatorname{Lie} \Gamma=\mathfrak{g}$;
3. $\mathcal{A}_{\Gamma}(e)$ is a Lie subgroup of $G$

Proof:
The necessary condition is trivial. Then we proof the sufficient condition.
If $\mathcal{A}_{\Gamma}(e)$ is a subgroup of $G$, then for all $g \in \mathcal{A}_{\Gamma}(e)$ we have that $g^{-1} \in \mathcal{A}_{\Gamma}(e)$
Since $\left(\exp \left(t_{i} \xi_{i}\right)\right)^{-1}=\exp \left(-t_{i} \xi_{i}\right)$ we deduce that $\mathcal{A}_{\Gamma}(e)=\mathcal{O}_{\Gamma}(e)$. Therefore, $\mathcal{O}_{\Gamma}(e)$ is a connected Lie subgroup with Lie algebra $\mathfrak{g}$. Therefore $\mathcal{A}_{\Gamma}(e)=G$.

### 6.4.4 Optimal Control of the Position of a Rigid Body

Motivated by the control of a satellite control, we will study the maneuver problem of a rigid body which moves from a initial position to a desired final position at a fixed time and minimizing a cost function [66], [56].

Working directly in $S O(3)$ avoids problems that appear when we work with Euler angles (singularities and ambiguities in the description).

Control Equations of the Rigid Body: Recall that the equations of motion of a rigid body are

$$
\begin{aligned}
\dot{g}(t) & =g(t) \widehat{\Omega(t)^{\prime}} \\
& =g(t)\left(\begin{array}{lll}
0 & -\Omega_{3}(t) & \Omega_{2}(t) \\
\Omega_{3}(t) & 0 & -\Omega_{1}(t) \\
-\Omega_{2}(t) & \Omega_{1}(t) & 0
\end{array}\right) \\
& =g(t)\left(\Omega_{1}(t) E_{1}+\omega_{2}(t) E_{2}+\Omega_{3}(t) E_{3}\right)
\end{aligned}
$$

where the angular velocities ( $\left.\Omega_{1}(t), \Omega_{2}(t), \Omega_{3}(t)\right)$ verify the Euler's equations

$$
\begin{align*}
I_{1} \dot{\Omega}_{1}(t) & =\left(I_{2}-I_{3}\right) \Omega_{2}(t) \Omega_{3}(t)+T_{1}(t) \\
I_{2} \dot{\Omega}_{2}(t) & =\left(I_{3}-I_{1}\right) \Omega_{3}(t) \Omega_{1}(t)+T_{2}(t)  \tag{6.4.1}\\
I_{3} \dot{\Omega}_{3}(t) & =\left(I_{1}-I_{2}\right) \Omega_{1}(t) \Omega_{2}(t)+T_{3}(t)
\end{align*}
$$

where $I_{1}, I_{2}, I_{3}$ are the inertia moments and $T_{1}, T_{2}$ and $T_{3}$ the torques applied to the body which allow us to move and control.

Suppose that we want to pass of the matrix $g\left(t_{0}\right)$ in a time $t_{0}$ to a matrix $g\left(t_{1}\right)$ in a time $t_{1}$. The cost functional is:

$$
\int_{t_{0}}^{t_{1}}\left(c_{1} \Omega_{1}(t)^{p_{1}}+c_{2} \Omega_{2}(t)^{p_{2}}+c_{3} \Omega_{3}(t)^{p_{3}}\right) d t
$$

with $c_{1}, c_{2}, c_{3}>0$ and $p_{1}, p_{2}, p_{3} \in \mathbb{N}$.
In our problem, we choose angular velocities $\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)$ as controls, instead of torques $\left(T_{1}, T_{2}, T_{3}\right)$. Using the equation (6.4.1) we will obtain the torques from the angular velocities.

Then, the optimal control problem is

$$
\min \int_{t_{0}}^{t_{1}}\left(c_{1} \Omega_{1}(t)^{p_{1}}+c_{2} \Omega_{2}(t)^{p_{2}}+c_{3} \Omega_{3}(t)^{p_{3}}\right) d t
$$

with control equation

$$
\dot{g}(t)=g(t)\left(\Omega_{1}(t) E_{1}+\omega_{2}(t) E_{2}+\Omega_{3}(t) E_{3}\right)
$$

and $g\left(t_{0}\right)=g_{0}$ and $g\left(t_{1}\right)=g_{1}$ fixed.
The Pontryagin Hamiltonian will be a function

$$
H: T^{*} S O(3) \times \mathbb{R}^{3} \longrightarrow \mathbb{R}
$$

defined by

$$
H=p_{0}\left(\left(c_{1} \Omega_{1}^{p_{1}}+c_{2} \Omega_{2}^{p_{2}}+c_{3} \Omega_{3}^{p_{3}}\right)+\Omega_{1} H_{1}+\Omega_{2} H_{2}+\Omega_{3} H_{3}\right.
$$

where $H_{i}: T^{*} S O(3) \longrightarrow \mathbb{R}$ is defined by $H_{i}(g, \alpha)=\alpha\left(E_{i}\right), i=1,2,3$.
Suppose that the optimal control is given by the functions $t \longmapsto\left(\Omega_{1}^{*}(t), \Omega_{2}^{*}(t), \Omega_{3}^{*}(t)\right)$ then the trajectory $t \longmapsto \xi^{*}(t) \in T^{*} S O(3)$ verify the maximum principle that

$$
\begin{equation*}
\dot{\xi}^{*}(t)=\Omega_{1}^{*}(t) X_{H_{1}}\left(\xi^{*}(t)\right)+\Omega_{2}^{*}(t) X_{H_{2}}\left(\xi^{*}(t)\right)+\Omega_{3}^{*}(t) X_{H_{3}}\left(\xi^{*}(t)\right) \tag{6.4.2}
\end{equation*}
$$

## Studying the abnormal solutions [56]

Suppose that $p_{0}=0$ and there exits an optimal solution. Then since,

$$
H\left(\xi^{*}(t), \Omega^{*}(t)\right) \geq H\left(\xi^{*}(t), \Omega\right), \quad \text { para todo } \quad \Omega \in \mathbb{R}^{3}
$$

that is,

$$
\begin{aligned}
& \Omega_{1}^{*}(t) H_{1}\left(\xi^{*}(t)\right)+\Omega_{2}^{*}(t) H_{2}\left(\xi^{*}(t)\right)+\Omega_{3}^{*}(t) H_{3}\left(\xi^{*}(t)\right) \\
& \geq \Omega_{1} H_{1}\left(\xi^{*}(t)\right)+\Omega_{2} H_{2}\left(\xi^{*}(t)\right)+\Omega_{3} H_{3}\left(\xi^{*}(t)\right)
\end{aligned}
$$

for all $\Omega=\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right) \in \mathbb{R}^{3}$.
From this, we deduce that $H_{i}\left(\xi^{*}(t)\right)=0$. If we denote by $\left(g^{*}(t), \alpha^{*}(t)\right) \in S O(3) \times \mathfrak{s o}(3)^{*}$ the trajectory such that $\mathcal{L}\left(g^{*}(t), \alpha^{*}(t)\right)=\xi^{*}(t)$ then

$$
0=H_{i}\left(\xi^{*}(t)\right)=\alpha^{*}(t)\left(E_{i}\right), \quad i=1,2,3
$$

then $\alpha^{*}(t)=0$ and we have a contradiction.
Therefore, we don't have abnormal solutions.

## Studying the regular solutions [56]

Take $p_{0}=-1$.
We start from the equations $\frac{\partial H}{\partial \Omega_{i}}\left(\xi^{*}(t)\right)=0, i=1,2,3$, that is

$$
H_{i}\left(\xi^{*}(t)\right)=c_{i} p_{i} \Omega_{i}^{*}(t)^{q_{i}}
$$

where $q_{i}=p_{i}-1$. Then clear the controls in the equation (6.4.2) we obtain that
$\dot{\xi}^{*}(t)=\left[\frac{H_{1}\left(\xi^{*}(t)\right)}{c_{1} p_{1}}\right]^{1 / q_{1}} X_{H_{1}}\left(\xi^{*}(t)\right)+\left[\frac{H_{2}\left(\xi^{*}(t)\right)}{c_{2} p_{2}}\right]^{1 / q_{2}} X_{H_{2}}\left(\xi^{*}(t)\right)+\left[\frac{H_{3}\left(\xi^{*}(t)\right)}{c_{3} p_{3}}\right]^{1 / q_{3}} X_{H_{3}}\left(\xi^{*}(t)\right)$
which are the Hamilton equations for the Hamiltonian function

$$
H_{0}=\sum_{j=1}^{3} \frac{q_{j}}{p_{j}\left(c_{j} p_{j}\right)^{1 / q_{j}}} H_{j}^{p_{j} / q_{j}}
$$

Trivializing we obtain that the Hamiltonian in $S O(3) \times \mathbb{R}^{3}$ is written as:

$$
H_{0}(g, \Pi)=\sum_{j=1}^{3} \frac{q_{j}}{p_{j}\left(c_{j} p_{j}\right)^{1 / q_{j}}} \Pi_{j}^{p_{j} / q_{j}}
$$

Since

$$
\frac{\partial H}{\partial \Pi_{j}}=\frac{1}{\left(c_{j} p_{j}\right)^{1 / q_{j}}} \Pi_{j}^{1 / q_{j}}
$$

the Euler-Arnold's equations are:

$$
\left(\dot{\Pi}_{1}, \dot{\Pi}_{2}, \dot{\Pi}_{3}\right)=\left(\Pi_{1}, \Pi_{2}, \Pi_{3}\right) \times\left(\frac{1}{\left(c_{1} p_{1}\right)^{1 / q_{1}}} \Pi_{1}^{1 / q_{1}}, \frac{1}{\left(c_{2} p_{2}\right)^{1 / q_{2}}} \Pi_{2}^{1 / q_{2}}, \frac{1}{\left(c_{3} p_{3}\right)^{1 / q_{3}}} \Pi_{3}^{1 / q_{3}}\right)
$$

Computing and rewritting the last equation we obtain that

$$
\begin{aligned}
& c_{1} p_{1} q_{1} \Omega_{1}^{q_{1}-1} \dot{\Omega}_{1}=c_{2} p_{2} \Omega_{3} \Omega_{2}^{q_{2}}-c_{3} p_{3} \Omega_{2} \Omega_{3}^{q_{3}} \\
& c_{2} p_{2} q_{2} \Omega_{2}^{q_{2}-1} \dot{\Omega}_{2}=c_{3} p_{3} \Omega_{1} \Omega_{3}^{q_{3}}-c_{1} p_{1} \Omega_{3} \Omega_{1}^{q_{1}} \\
& c_{3} p_{3} q_{3} \Omega_{3}^{q_{3}-1} \dot{\Omega}_{3}=c_{1} p_{1} \Omega_{2} \Omega_{1}^{q_{1}}-c_{2} p_{2} \Omega_{1} \Omega_{2}^{q_{2}}
\end{aligned}
$$

Observe that when $p_{1}=p_{2}=p_{3}=2$ we have to minimize

$$
\min \int_{t_{0}}^{t_{1}}\left(c_{1} \Omega_{1}^{2}(t)+c_{2} \Omega_{2}^{2}(t)+c_{3} \Omega_{3}^{2}(t)\right) d t
$$

and obtain the Euler's equations for the rigid body

$$
\begin{align*}
c_{1} \dot{\Omega}_{1}(t) & =\left(c_{2}-c_{3}\right) \Omega_{2}(t) \Omega_{3}(t) \\
c_{2} \dot{\Omega}_{2}(t) & =\left(c_{3}-c_{1}\right) \Omega_{3}(t) \Omega_{1}(t)  \tag{6.4.3}\\
c_{3} \dot{\Omega}_{3}(t) & =\left(c_{1}-c_{2}\right) \Omega_{1}(t) \Omega_{2}(t)
\end{align*}
$$

Finally, when $c_{1}=c_{2}=c_{3}$, we obtain that the unique solutions are $\Omega(t)=\Omega_{1}=$ constant. Then we wish to find a curve $g(t)$ verifying

$$
\dot{g}(t)=g(t)\left(\Omega_{1} E_{1}+\Omega_{2} E_{2}+\Omega_{3} E_{3} \quad g\left(t_{0}\right), g\left(t_{1}\right)\right. \text { are fixed. }
$$

That is,

$$
g(t)=g\left(t_{0}\right) e^{\left(t-t_{0}\right) \hat{\Omega}}
$$

with

$$
g\left(t_{1}\right)=g\left(t_{0}\right) e^{\left(t_{1}-t_{0}\right) \hat{\Omega}}
$$

Therefore

$$
g^{-1}\left(t_{0}\right) g\left(t_{1}\right)=e^{\left(t_{1}-t_{0}\right) \hat{\Omega}}
$$

Denoting by $r=\sqrt{\Omega_{1}^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}}$ we have that

$$
\begin{aligned}
g\left(t_{1}\right) g\left(t_{0}\right)^{-1}= & I+\frac{\sin \left(t_{1}-t_{0}\right) r}{\left(t_{1}-t_{0}\right) r} \hat{\Omega}+\frac{1-\cos \left(t_{1}-t_{0}\right) r}{\left(t_{1}-t_{0}\right)^{2} r^{2}} \\
= & \left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+\frac{\sin \left(t_{1}-t_{0}\right) r}{\left(t_{1}-t_{0}\right) r}\left(\begin{array}{ccc}
0 & -\Omega_{3} & \Omega_{2} \\
\Omega_{3} & 0 & -\Omega_{1} \\
-\Omega_{2} & \Omega_{1} & 0
\end{array}\right) \\
& -\frac{1-\cos \left(t_{1}-t_{0}\right) r}{\left(t_{1}-t_{0}\right)^{2} r^{2}}\left(\begin{array}{ccc}
\Omega_{2}^{2}+\Omega_{3}^{2} & -\Omega_{1} \Omega_{2} & -\Omega_{1} \Omega_{3} \\
-\Omega_{1} \Omega_{2} & \Omega_{1}^{2}+\Omega_{3}^{2} & -\Omega_{2} \Omega_{3} \\
-\Omega_{1} \Omega_{3} & -\Omega_{2} \Omega_{3} & \Omega_{1}^{2}+\Omega_{2}^{2}
\end{array}\right)
\end{aligned}
$$

which can be solved numerically.

## Chapter 7

## Optimal Control of Underactuated Mechanical Systems

The class of underactuated mechanical systems are abundant in real life for different reasons, for instance, as a result of design choices motivated by the search of less cost engineering devices or as a result of a failure regime in fully actuated mechanical systems. The underactuated systems include spacecraft, underwater vehicles, mobile robots, helicopters, wheeled vehicles, mobile robots, underactuated manipulators...

On the other hand, there are many papers in which optimal control problems are addressed using geometric techniques (see, for instance, [13, 42, 43, 68] and references therein). Now, we introduce an optimization strategy in an underactuated mechanical system, that is, we are interested in studying the implementation of devices in which a controlled quantity is used to influence the behavior of the undeactuated system in order to achieve a desired goal (control) using the most economical strategy (optimization). Thus, in this section we develop a new geometric setting for optimal control of underatuated Lagrangian systems strongly inspired on the Skinner and Rusk formulation for singular Lagrangians systems [65]. Since in this setting the controlled Euler-Lagrange equation are second-order differential equations we will need to implement an higher-order version of this classical Skinner and Rusk formalism [15]. This geometric procedure gives us an intrinsic version of the differential equations for optimal trajectories and permits us to detect the preservation of geometric properties (symplecticity, preservation of the hamiltonian, etc.). For expository simplicity, we restrict ourselves in Section 7.1 to the so-called optimal control of superarticulated mechanical systems, in which only some of the degrees of freedom are controlled directly, with the remaining variables freely evolving subject only to dynamic interactions with the actuated degrees of freedom (see [3, 67]). Obviously, our theory can be easily extended to more general class of underactuated Lagrangian systems.

### 7.1 Optimal Control of underactuated mechanical systems

After introducing the geometry of higher-order Lagrangian system with constraints in the previous chapters, we may turn to the geometric framework for optimal control of underac-
tuated mechanical systems. We recall that a Lagrangian control system is underactuated if the number of the control inputs is less than the dimension of the configuration space. We assume, in the sequel, that the considered systems are controllable.

Consider the class of underactuated Lagrangian control system (superarticulated mechanical system following the nomenclature by [3]) where the configuration space $Q$ is the cartesian product of two differentiable manifolds, $Q=Q_{1} \times Q_{2}$. Denote by $\left(q^{A}\right)=\left(q^{a}, q^{\alpha}\right)$, $1 \leq A \leq n$, local coordinates on $Q$ where $\left(q^{a}\right), 1 \leq a \leq r$ and $\left(q^{\alpha}\right), r+1 \leq \alpha \leq n$, are local coordinates on $Q_{1}$ and $Q_{2}$, respectively.

Given a Lagrangian $L: T Q \equiv T Q_{1} \times T Q_{2} \rightarrow \mathbb{R}$, we assume that the controlled external forces can be applied only to the coordinates $\left(q^{a}\right)$. Thus, the equations of motion are given by

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{a}}\right)-\frac{\partial L}{\partial q^{a}}=u^{a} \\
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right)-\frac{\partial L}{\partial q^{\alpha}}=0 \tag{7.1.1}
\end{align*}
$$

where $a=1, \ldots, r$, and $\alpha=r+1, \ldots, n$.
We study the optimal control problem that consists on finding a trajectory $\left(q^{a}(t), q^{\alpha}(t), u^{a}(t)\right)$ of state variables and control inputs satisfying equations (7.1.1) from given initial and final conditions, $\left(q^{a}\left(t_{0}\right), q^{\alpha}\left(t_{0}\right), \dot{q}^{a}\left(t_{0}\right), \dot{q}^{\alpha}\left(t_{0}\right)\right),\left(q^{a}\left(t_{f}\right), q^{\alpha}\left(t_{f}\right), \dot{q}^{a}\left(t_{f}\right), \dot{q}^{\alpha}\left(t_{f}\right)\right)$ respectively, minimizing the cost functional

$$
\mathcal{A}=\int_{t_{0}}^{t_{f}} C\left(q^{a}, q^{\alpha}, \dot{q}^{a}, \dot{q}^{\alpha}, u^{a}\right) d t
$$

This optimal control problem is equivalent to the following constrained variational problem:

Extremize

$$
\widetilde{\mathcal{A}}=\int_{t_{0}}^{t_{f}} \widetilde{L}\left(q^{a}(t), q^{\alpha}(t), \dot{q}^{a}(t), \dot{q}^{\alpha}(t), \ddot{q}^{a}(t), \ddot{q}^{\alpha}(t)\right) d t
$$

subject to the second order constraints given by

$$
\Phi^{\alpha}\left(q^{a}, q^{\alpha}, \dot{q}^{a}, \dot{q}^{\alpha}, \ddot{q}^{a}, \ddot{q}^{\alpha}\right)=\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right)-\frac{\partial L}{\partial q^{\alpha}}=0
$$

and the boundary conditions, where $\widetilde{L}: T^{(2)} Q \rightarrow \mathbb{R}$ is defined as

$$
\widetilde{L}\left(q^{a}, q^{\alpha}, \dot{q}^{a}, \dot{q}^{\alpha}, \ddot{q}^{a}, \ddot{q}^{\alpha}\right)=C\left(q^{a}, q^{\alpha}, \dot{q}^{a}, \dot{q}^{\alpha}, \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{a}}\right)-\frac{\partial L}{\partial q^{a}}\right) .
$$

Now, according to the formulation given in Section 4. the dynamics of this second order constrained variational problem is determined by the solution of a presymplectic Hamiltonian system. In the following we repeat some of the constructions given in 4 but specialized to this particular setting, obtaining new insights for the optimal control problem under study.

If $\mathcal{M} \subset T^{(2)} Q$ is the submanifold given by annihilation of the functions $\Phi^{\alpha}$, we will see how to define local coordinates on $\mathcal{M}$.

From the constraint equations we have

$$
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right)-\frac{\partial L}{\partial q^{\alpha}}=0 \Longleftrightarrow \frac{\partial^{2} L}{\partial \dot{q}^{\beta} \partial \dot{q}^{\alpha}} \ddot{q}^{\beta}=F_{\alpha}\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right)
$$

Let us assume that the matrix $\left(W_{\alpha \beta}\right)=\left(\frac{\partial^{2} L}{\partial \dot{q}^{\alpha} \partial \dot{q}^{\beta}}\right)$ is non-singular and denote by $\left(W^{\alpha \beta}\right)$ its inverse. Thus,

$$
\ddot{q}^{\alpha}=W^{\alpha \beta} F_{\alpha}\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right)=G^{\alpha}\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right) .
$$

Therefore, we can consider $\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right)$ as a system of local coordinates on $\mathcal{M}$. The canonical inclusion $i_{\mathcal{M}}: \mathcal{M} \hookrightarrow T T Q$ can be written as

$$
\begin{aligned}
\mathcal{M} & \stackrel{i \mathbb{M}}{\rightarrow} T T Q \\
\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right) & \mapsto\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}, G^{\alpha}\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right)\right) .
\end{aligned}
$$

Define the restricted lagrangian $\left.\widetilde{L}\right|_{\mathcal{M}}: \mathcal{M} \rightarrow \mathbb{R}$.


Figure 7.1: Second order Skinner and Rusk formalism
We will consider $W_{0}=T^{*}(T Q) \times_{T Q} \mathcal{M}$ whose coordinates are $\left(q^{A}, \dot{q}^{A} ; p_{A}^{0}, p_{A}^{1}, \ddot{q}^{a}\right)$.
Let us define the 2 -form $\Omega_{W_{0}}=\pi_{1}^{*}\left(\omega_{T Q}\right)$ on $W_{0}$ and $H_{W_{0}}\left(\alpha_{x}, v_{x}\right)=\left\langle\alpha_{x}, i_{\mathcal{M}}\left(v_{x}\right)\right\rangle-\widetilde{L}_{\mathcal{M}}\left(v_{x}\right)$ where $x \in T Q, v_{x} \in \mathcal{M}_{x}=\left(\left.\left(\tau_{Q}^{(1,2)}\right)\right|_{\mathcal{M}}\right)^{-1}(x)$ and $\alpha_{x} \in T_{x}^{*} T Q$. In local coordinates,

$$
\begin{aligned}
& \Omega_{W_{0}}=d q^{A} \wedge d p_{A}^{0}+d \dot{q}^{A} \wedge d p_{A}^{1} \\
& H_{W_{0}}=p_{A}^{0} \dot{q}^{A}+p_{a}^{1} \ddot{q}^{a}+p_{\alpha}^{1} G^{\alpha}\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right)-\widetilde{L}_{\mathcal{M}}\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}\right)
\end{aligned}
$$

The dynamics of this variational constrained problem is determined by the solution of the equation

$$
\begin{equation*}
i_{X} \Omega_{W_{0}}=d H_{W_{0}} \tag{7.1.2}
\end{equation*}
$$

It is clear that $\Omega_{W_{0}}$ is a presymplectic form on $W_{0}$ and locally

$$
\operatorname{ker} \Omega_{W_{0}}=\operatorname{span}\left\langle\frac{\partial}{\partial \ddot{q}^{a}}\right\rangle
$$

Following the Gotay-Nester-Hinds algorithm we obtain the primary constraints

$$
d H_{W_{0}}\left(\frac{\partial}{\partial \ddot{q}^{a}}\right)=0 .
$$

That is,

$$
\varphi_{a}^{1}=\frac{\partial H_{W_{0}}}{\partial \ddot{q}^{a}}=p_{a}^{1}+p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}-\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}}=0
$$

These new constraints $\varphi_{a}^{1}=0$ give rise to a submanifold $W_{1}$ of dimension $4 n$ with local coordinates $\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}, p_{A}^{0}, p_{\alpha}^{1}\right)$.

Consider a solution curve $\left(q^{A}(t), \dot{q}^{A}(t), \ddot{q}^{a}(t), p_{A}^{0}(t), p_{A}^{1}(t)\right)$ of Equation (7.1.2). Then, this curve satisfies the following system of differential equations

$$
\begin{align*}
\frac{d q^{A}}{d t} & =\dot{q}^{A}, \quad \frac{d^{2} q^{a}}{d t^{2}}=\ddot{q}^{a}  \tag{7.1.3}\\
\frac{d^{2} q^{\alpha}}{d t^{2}} & =G^{\alpha}\left(q^{A}, \frac{d q^{A}}{d t}, \frac{d^{2} q^{a}}{d t^{2}}\right)  \tag{7.1.4}\\
\frac{d p_{A}^{0}}{d t} & =-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial q^{A}}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial q^{A}}  \tag{7.1.5}\\
\frac{d p_{A}^{1}}{d t} & =-p_{A}^{0}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \dot{q}^{A}}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{A}}  \tag{7.1.6}\\
p_{a}^{1} & =-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}} . \tag{7.1.7}
\end{align*}
$$

From Equations (7.2.5) and 7.2.6 we deduce

$$
\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}\right)=-p_{a}^{0}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \dot{q}^{a}}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{a}} .
$$

Differentiating with respect to time, replacing in the previous equality and using (7.2.4) we obtain the following system of 4 -order differential equations

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}\right)-\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{a}}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \dot{q}^{a}}\right)+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial q^{a}}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial q^{a}}=0 \tag{7.1.8}
\end{equation*}
$$

Also, using (7.2.4 and 7.2.5 we deduce

$$
\begin{equation*}
\frac{d^{2} p_{\alpha}^{1}}{d t^{2}}=\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{\alpha}}-p_{\beta}^{1} \frac{\partial G^{\beta}}{\partial \dot{q}^{\alpha}}\right)-\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial q^{\alpha}}-p_{\beta}^{1} \frac{\partial G^{\beta}}{\partial q^{\alpha}}\right) \tag{7.1.9}
\end{equation*}
$$

If we solve the implicit system of differential equations given by (7.1.8) and (7.1.9) then from Equations 7.2.5 and 7.2.6 we deduce that the values of $p_{a}^{0}$ and $p_{\alpha}^{0}$ are

$$
\begin{align*}
p_{a}^{0} & =\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{a}}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \dot{q}^{a}}-\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}}-p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}\right)  \tag{7.1.10}\\
p_{\alpha}^{0} & =\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{\alpha}}-p_{\beta}^{1} \frac{\partial G^{\beta}}{\partial \dot{q}^{\alpha}}-\frac{d p_{\alpha}^{1}}{d t} \tag{7.1.11}
\end{align*}
$$

Since, from our initial problem, we are only interested in the values $q^{A}(t)$, it is uniquely necessary to solve the coupled system of implicit differential equations given by (7.1.8), (7.1.9) and 7.2.3) without explicitly calculate the values $p_{a}^{0}(t)$.

Now, we are interested in the geometric properties of the dynamics. First, consider the submanifold $W_{1}$ of $W_{0}$ determined by

$$
W_{1}=\left\{x \in T^{*} T Q \times_{T Q} \mathcal{M} \mid d H_{W_{0}}(x)(V)=0 \forall V \in \operatorname{ker} \Omega(x)\right\}
$$

and the 2 -form $\Omega_{W_{1}}=i_{W_{1}}^{*} \Omega_{W_{0}}$, where $i_{W_{1}}: W_{1} \hookrightarrow W_{0}$ denotes the canonical inclusion. Locally, $W_{1}$ is determined by the vanishing of the constraint equations

$$
\varphi_{a}^{1}=p_{a}^{1}+p_{\alpha}^{1} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}-\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}}=0
$$

Therefore, we can consider local coordinates $\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}, p_{A}^{0}, p_{\alpha}^{1}\right)$ on $W_{1}$.
Proposition 7.1.1. $\left(W_{1}, \Omega_{W_{1}}\right)$ is symplectic if and only if for any choice of local coordinates $\left(q^{A}, \dot{q}^{A}, \ddot{q}^{a}, p_{A}^{0}, p_{A}^{1}\right)$ on $W_{0}$,

$$
\begin{equation*}
\operatorname{det}\left(\mathcal{R}_{a b}\right)=\operatorname{det}\left(\frac{\partial^{2} \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a} \partial \ddot{q}^{b}}-p_{\alpha}^{1} \frac{\partial^{2} G^{\alpha}}{\partial \ddot{q}^{a} \partial \ddot{q}^{b}}\right)_{(n-r) \times(n-r)} \neq 0 \quad \text { along } W_{1} \tag{7.1.12}
\end{equation*}
$$

In the case where the matrix $(7.1 .12)$ is regular then the equations (7.1.8), (7.1.9) and (7.2.3) can be written as an explicit system of differential equations of the form

$$
\begin{align*}
\frac{d^{4} q^{a}}{d t^{4}} & =\Gamma^{a}\left(q^{A}, \frac{d q^{A}}{d t}, \frac{d^{2} q^{a}}{d t^{2}}, \frac{d^{3} q^{a}}{d t^{2}}, p_{\alpha}^{1}, \frac{d p_{\alpha}^{1}}{d t}\right)  \tag{7.1.13}\\
\frac{d^{2} q^{\alpha}}{d t^{2}} & =G^{\alpha}\left(q^{A}, \frac{d q^{A}}{d t}, \frac{d^{2} q^{a}}{d t^{2}}\right)  \tag{7.1.14}\\
\frac{d^{2} p_{\alpha}^{1}}{d t^{2}} & =\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{q}^{\alpha}}-p_{\beta}^{1} \frac{\partial G^{\beta}}{\partial \dot{q}^{\alpha}}\right)-\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial q^{\alpha}}-p_{\beta}^{1} \frac{\partial G^{\beta}}{\partial q^{\alpha}}\right) \tag{7.1.15}
\end{align*}
$$

Remark 7.1.2. The Pontryaguin's maximun principle gives us necessary conditions for optimality for an optimal control problem. In our case, we are analyzing a particular case of optimal control problem (an underactuated mechanical system) and under some regularity conditions, the necessary conditions of maximum principle are written in terms of expressions (7.2.9), (7.1.14) and (7.1.15), jointly with constraints. The dynamic evolution of the problem is determined as the integral curves of a unique vector field determined by the symplectic Hamiltonian equations:

$$
i_{X} \Omega_{W_{1}}=d H_{W_{1}}
$$

This is the case of a regular optimal control problem (4]. From (7.2.9), (7.1.14) and (7.1.15) we deduce a unique curve $\left(q^{A}(t)\right)$ (fixed appropriate initial conditions) which determine the controls from

$$
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{a}}\right)-\frac{\partial L}{\partial q^{a}}=u^{a}
$$

Obviously, if the boundary conditions are given by a initial and final states then it is not guaranteed the existence and uniqueness of an optimal trajectory satisfying the transversallity conditions.

Remark 7.1.3. Now, we will analyze an alternative characterization of the condition (7.1.12) and its relationship with the matrix condition that appears in Theorem 5.3.1. Using the chain rule

$$
\begin{aligned}
\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a}} & =\frac{\partial \widetilde{L}}{\partial \ddot{q}^{a}}+\frac{\partial \widetilde{L}}{\partial \ddot{q}^{\alpha}} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}} \\
\frac{\partial^{2} \widetilde{L}_{\mathcal{M}}}{\partial \ddot{q}^{a} \partial \ddot{q}^{b}} & =\frac{\partial^{2} \widetilde{L}}{\partial \ddot{q}^{a} \partial \ddot{q}^{b}}+\frac{\partial^{2} \widetilde{L}}{\partial \ddot{q}^{a} \partial \ddot{q}^{\beta}} \frac{\partial G^{\beta}}{\partial \ddot{q}^{b}}+\frac{\partial^{2} \widetilde{L}}{\partial \ddot{q}^{\alpha} \partial \ddot{q}^{b}} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}}+\frac{\partial^{2} \widetilde{L}}{\partial \ddot{q}^{\alpha} \partial \ddot{q}^{\beta}} \frac{\partial G^{\alpha}}{\partial \ddot{q}^{a}} \frac{\partial G^{\beta}}{\partial \ddot{q}^{b}}+\frac{\partial^{2} \widetilde{L}}{\partial \ddot{q}^{\alpha}} \frac{\partial^{2} G^{\alpha}}{\partial \ddot{q}^{a} \partial \ddot{q}^{b}} .
\end{aligned}
$$

Define $W_{i j}=\left(\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{2} \partial \ddot{q}^{j}}\right)$, where $\Phi^{\alpha}=\ddot{q}^{\alpha}-G^{\alpha}$. Then we can write (7.1.12) as

$$
\mathcal{R}_{a b}=W_{a b}-W_{a \beta} \frac{\partial \Phi^{\beta}}{\partial \ddot{q}^{b}}-W_{\alpha b} \frac{\partial \Phi^{\alpha}}{\partial \ddot{q}^{a}}+W_{\alpha \beta} \frac{\partial \Phi^{\alpha}}{\partial \ddot{q}^{a}} \frac{\partial \Phi^{\beta}}{\partial \ddot{q}^{b}}+\left(p_{\alpha}^{1}-\frac{\partial \widetilde{L}}{\partial \dot{q}^{\alpha}}\right) \frac{\partial^{2} \Phi^{\alpha}}{\partial \ddot{q}^{a} \partial \ddot{q}^{b}} .
$$

Consider now the extended lagrangian $\mathcal{L}=\widetilde{L}-\lambda_{\alpha} \Phi^{\alpha}$ where $\lambda_{\alpha}=\frac{\partial \widetilde{L}}{\partial \dot{q}^{\alpha}}-p_{\alpha}^{1}$.
Then, the matrix $\left(\bar{W}_{i j}\right)=\left(\frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{\imath} \partial \dot{q}^{j}}\right)$ is equal, along $W_{1}$, to

$$
\bar{W}_{i j}=\left(\begin{array}{cc}
\bar{W}_{a b} & W_{a \beta}  \tag{7.1.16}\\
W_{\alpha b} & W_{\alpha \beta}
\end{array}\right)
$$

where $\bar{W}_{a b}=\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \tilde{q}^{b}}-\lambda_{\alpha} \frac{\partial^{2} \Phi^{\alpha}}{\partial \dot{q}^{a} \partial \dot{q}^{q}}$.
The elements of the matrix (7.1.12) are given by

$$
\begin{equation*}
\mathcal{R}_{a b}=\bar{W}_{a b}-\bar{W}_{a \beta} \frac{\partial \Phi^{\beta}}{\partial \ddot{q}^{b}}-\bar{W}_{\alpha b} \frac{\partial \Phi^{\alpha}}{\partial \ddot{q}^{a}}+\bar{W}_{\alpha \beta} \frac{\partial \Phi^{\alpha}}{\partial \ddot{q}^{a}} \frac{\partial \Phi^{\beta}}{\partial \ddot{q}^{b}} . \tag{7.1.17}
\end{equation*}
$$

Now, using elemental linear algebra the matrix (7.1.17) is regular if and only if the matrix of elements (7.1.16) is regular.

Remark 7.1.4. Condition (7.1.12) implies that the final constraint submanifold is $W_{1}$ and, moreover, there exists a unique vector field on $W_{1}$ determining the dynamics of our initial optimal control problem. Of course, this symplectic case is the more useful for many concrete applications. But it is possible to think in situations where the constraint algorithm does not stop in $W_{1}$ and it is necessary to find a proper subset of $W_{1}$ where there exists a well-defined solution of the problem. For instance, and as a trivial mathematical example, consider the following the system determined by the control equations $\ddot{x}=u_{1}, \ddot{y}=u_{2}$ and cost function $C\left(x, y, \dot{x}, \dot{y}, u_{1}, u_{2}\right)=\frac{1}{2}\left(u_{1}^{2}+2 u_{1} u_{2}+u_{2}^{2}\right)$. If we apply our techniques we deduce that $W_{1}$ is determined by the constraints

$$
p_{x}^{1}-(\ddot{x}+\ddot{y})=0, \quad p_{y}^{1}-(\ddot{x}+\ddot{y})=0 .
$$

But the solution of the dynamics is only consistently defined on the submanifold $W_{2}$ of $W_{1}$ determined by the additional (secondary) constraint

$$
p_{x}^{0}-p_{y}^{0}=0 .
$$

Example 7.1.5. Cart with Pendulum or Cart-Pole System (see [10] and references therein). A Cart-Pole System consists of a cart and an inverted pendulum on it. The coordinate $x$ denotes the position of the cart on the $x$-axis and $\theta$ denotes the angle of the pendulum with the upright vertical. The configuration space is $Q=\mathbb{R} \times \mathbb{S}^{1}$.

First, we describe the Lagrangian function describing this system. The inertia matrix of the cart-pole system is given by

$$
\begin{aligned}
m_{11} & =M+m \\
m_{12}\left(q_{2}\right) & =m l \cos (\theta) \\
m_{22} & =m l^{2}
\end{aligned}
$$

where $M$ is the mass of the cart and $m, l$ are the mass, and length of the center of mass of pendulum, respectively. The potential energy of the cart-pole system is $V(\theta)=m g l \cos (\theta)$.

The Lagrangian of the system (kinetic energy minus potential energy) is given by

$$
L(q, \dot{q})=L(x, \theta, \dot{x}, \dot{\theta})=\frac{1}{2} M \dot{x}^{2}+\frac{1}{2} m\left(\dot{x}^{2}+2 \dot{x} l \dot{\theta} \cos \theta+l^{2} \dot{\theta}^{2}\right)-m g l \cos \theta-m g \widetilde{h}
$$

where $\widetilde{h}$ is the car height.
The controller can apply a force $F$, the control input, parallel to the track remaining the joint angle $\theta$ unactuated. Therefore, the equations of motion of the controlled system are

$$
\begin{aligned}
(M+m) \ddot{x}-m l \dot{\theta}^{2} \sin \theta+m l \ddot{\theta} \cos \theta & =u \\
\ddot{x} \cos \theta+l \ddot{\theta}-g \sin \theta & =0
\end{aligned}
$$

Now we look for trajectories $(x(t), \theta(t), u(t))$ on the state variables and the controls inputs with initial and final conditions, $(x(0), \theta(0), \dot{x}(0), \dot{\theta}(0)),(x(T), \theta(T), \dot{x}(T), \dot{\theta}(T))$ respectively, and minimizing the cost functional

$$
\mathcal{A}=\frac{1}{2} \int_{0}^{T} u^{2} d t
$$

Following our formalism this optimal control problem is equivalent to the constrained second-order variational problem determined by

$$
\widetilde{\mathcal{A}}=\int_{0}^{T} \widetilde{L}(x, \theta, \dot{x}, \dot{\theta}, \ddot{x}, \ddot{\theta})
$$

and the second-order constraint

$$
\Phi(x, \theta, \dot{x}, \dot{\theta}, \ddot{x}, \ddot{\theta})=\ddot{x} \cos \theta+l \ddot{\theta}-g \sin \theta=0
$$

where

$$
\widetilde{L}(x, \theta, \dot{x}, \dot{\theta}, \ddot{x}, \ddot{\theta})=\frac{1}{2}\left(\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{x}}\right)-\frac{\partial L}{\partial x}\right)^{2}=\frac{1}{2}\left[(M+m) \ddot{x}-m l \dot{\theta}^{2} \sin \theta+m l \ddot{\theta} \cos \theta\right]^{2} .
$$

We rewrite the second-order constraint as

$$
\ddot{\theta}=\frac{g \sin \theta-\ddot{x} \cos \theta}{l} .
$$

Thus, the submanifold $\mathcal{M}$ of $T^{(2)}\left(\mathbb{R} \times \mathbb{S}^{1}\right)$ is given by

$$
\mathcal{M}=\{(x, \theta, \dot{x}, \dot{\theta}, \ddot{x}, \ddot{\theta}) \mid \ddot{x} \cos \theta+l \ddot{\theta}-g \sin \theta=0\} .
$$

Let us consider the submanifold $W_{0}=T^{*}\left(T\left(\mathbb{R} \times \mathbb{S}^{1}\right)\right) \times_{T\left(\mathbb{R} \times \mathbb{S}^{1}\right)} \mathcal{M}$ with induced coordinates $\left(x, \theta, \dot{x}, \dot{\theta} ; p_{x}^{0}, p_{\theta}^{0}, p_{x}^{1}, p_{\theta}^{1}, \ddot{x}\right)$.

Now, we consider the restriction of $\widetilde{L}$ to $\mathcal{N}$ given by

$$
\begin{gathered}
\left.\widetilde{L}\right|_{\mathcal{M}}=\frac{1}{2}\left[(M+m) \ddot{x}-m l \sin \theta \dot{\theta}^{2}+m l \cos \theta\left(\frac{g \sin \theta-\ddot{x} \cos \theta}{l}\right)\right]^{2} \\
=\frac{1}{2}\left[(M+m) \ddot{x}-m i \dot{\theta}^{2} \sin \theta+m g \cos \theta \sin \theta-m \ddot{x} \cos ^{2} \theta\right]^{2}
\end{gathered}
$$

For simplicity, denote by

$$
G^{\theta}=\frac{g \sin \theta-\ddot{x} \cos \theta}{l} .
$$

Now, the presymplectic 2-form $\Omega_{W_{0}}$, the Hamiltonian $H_{W_{0}}$ and the primary constraint $\varphi_{x}^{1}$ are, respectively

$$
\begin{aligned}
\Omega_{W_{0}}= & d x \wedge d p_{x}^{0}+d \theta \wedge d p_{\theta}^{0}+d \dot{x} \wedge d p_{x}^{1}+d \dot{\theta} \wedge d p_{\theta}^{0}, \\
H_{W_{0}}= & p_{x}^{0} \dot{x}+p_{\theta}^{0} \dot{\theta}+p_{x}^{1} \ddot{x}+p_{\theta}^{1}\left[\frac{g \sin \theta-\ddot{x} \cos \theta}{l}\right] \\
& -\frac{1}{2}\left[(M+m) \ddot{x}-m l \dot{\theta}^{2} \sin \theta+m g \cos \theta \sin \theta-m \ddot{x} \cos ^{2} \theta\right]^{2}, \\
\varphi_{x}^{1}= & \frac{\partial \widetilde{H}}{\partial \ddot{x}}=p_{x}^{1}+p_{\theta}^{1} \frac{\partial G^{\theta}}{\partial \ddot{x}}-\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{x}}=0,
\end{aligned}
$$

i.e.,

$$
p_{x}^{1}=-p_{\theta}^{1} \frac{\partial G^{\theta}}{\partial \ddot{x}}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \ddot{x}} .
$$

This constraint determines the submanifold $W_{1}$. Applying Proposition 7.1.1 we deduce that the 2-form $\Omega_{W_{1}}$, restriction of $\Omega_{W_{0}}$ to $W_{1}$, is symplectic since

$$
\frac{\partial^{2} \widetilde{L}_{\mathcal{M}}}{\partial \ddot{x}^{2}}-p_{\theta}^{1} \frac{\partial^{2} G^{\theta}}{\partial \ddot{x}^{2}}=\left[(M+m)-m \cos ^{2} \theta\right]^{2} \neq 0
$$

Therefore, the algorithm stabilizes at the first constraint submanifold $W_{1}$. Moreover, there exists a unique solution of the dynamics, the vector field $X \in \mathfrak{X}\left(W_{1}\right)$ which satisfies $i_{X} \Omega_{W_{1}}=d H_{W_{1}}$. In consequence, we have a unique control input which extremizes (minimizes) the objective function $\mathcal{A}$ and then the force exerted to the car is the minimum possible. If we take the flow $F_{t}: W_{1} \rightarrow W_{1}$ of the vector field $X$ then we have that $F_{t}^{*} \Omega_{W_{1}}=\Omega_{W_{1}}$. Obviously, the Hamiltonian function

$$
\begin{aligned}
\left.\widetilde{H}\right|_{W_{1}}= & p_{x}^{0} \dot{x}+p_{\theta}^{0} \dot{\theta}+\left[-p_{\theta}^{1} \frac{\partial G^{\theta}}{\partial \ddot{x}}+\frac{\partial \widetilde{L}_{N}}{\partial \ddot{x}}\right] \ddot{x}+p_{\theta}^{1}\left[\frac{g \sin \theta-\ddot{x} \cos \theta}{l}\right]- \\
& \frac{1}{2}\left[(M+m) \ddot{x}-m l \sin \theta \dot{\theta}^{2}+m g \cos \theta \sin \theta-m \ddot{x} \cos ^{2} \theta\right]^{2}
\end{aligned}
$$
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is preserved by the solution of the optimal control problem, that is $\left.\widetilde{H}\right|_{W_{1}} \circ F_{t}=\left.\widetilde{H}\right|_{W_{1}}$. Both properties, symplecticity and preservation of energy, are important geometric invariants. In next section, we will construct, using discrete variational calculus, numerical integrators which inherit some of the geometric properties of the optimal control problem (symplecticity, momentum preservation and, in consequence, a very good energy behavior).

The resulting equations of the optimal dynamics of the cart-pole system are

$$
\begin{aligned}
\frac{d^{4} x}{d t^{4}}= & -\frac{1}{\left[(M+m)-m \cos ^{2} \theta\right]^{2}}\{[4 m \dot{\theta} \cos \theta \sin \theta] \times \\
& {\left[(M+m) \dddot{x}-m \dot{\theta}^{3} \cos \theta-2 m \sin \theta \dot{\theta}(g \sin \theta-\ddot{x} \cos \theta)+m g \dot{\theta} \cos (2 \theta)\right] } \\
+ & 2 m\left[(M+m) \ddot{x}-m l \dot{\theta}^{2} \sin \theta+m g \cos \theta \sin \theta-m \ddot{x} \cos ^{2} \theta\right] \times \\
& \times\left[\dot{\theta}^{2} \cos (f r m-e \theta)+\cos \theta \sin \theta \ddot{\theta}\right] \\
+ & \left.\frac{1}{l}\left(\frac{d^{2}}{d t^{2}} p_{\theta} 1 \cos \theta-2 \frac{d}{d t} p_{\theta}^{1} \dot{\theta} \sin \theta-p_{\theta} 1\left(\dot{\theta}^{2} \cos \theta+\ddot{\theta} \sin \theta\right)\right)\right\} \\
+ & \frac{1}{\left[(M+m)-m \cos ^{2} \theta\right]}\left\{\frac{2 m \sin \theta}{l}(g \dot{\theta} \cos \theta-\dddot{x} \cos \theta+\ddot{x} \dot{\theta} \sin \theta)^{2}\right. \\
+ & 2 m \dot{\theta} \sin \theta(g \dot{\theta} \cos \theta-\dddot{x} \cos \theta+\ddot{x} \dot{\theta} \sin \theta)+4 m \dot{\theta}^{2} \cos \theta(q \sin \theta-\ddot{x} \cos \theta) \\
- & m l \dot{\theta}^{4} \sin \theta-4 m g \sin \theta \cos \theta \dot{\theta}^{2}+\frac{m g}{l} \cos (2 \theta)(g \sin \theta-\ddot{x} \cos \theta) \\
- & \left.4 m \dddot{x} \dot{\theta} \cos \theta+2 m \ddot{x} \dot{\theta}^{2} \cos (2 \theta)+\frac{2 m}{l} \ddot{x} \cos \theta \sin \theta(g \sin \theta-\ddot{x} \cos \theta)\right\} \\
\frac{d^{2} \theta}{d t^{2}}= & \frac{1}{l}(g \sin \theta-\ddot{x} \cos \theta) \\
\frac{d^{2} p_{\theta}^{1}}{d t^{2}=}= & \left\{(M+m) \dddot{x}-m l\left(2 \dot{\theta} \sin \theta\left(\frac{g \sin \theta-\ddot{x} \cos \theta}{l}\right)+\dot{\theta}^{3} \cos \theta\right)+m g \dot{\theta} \cos (2 \theta)\right. \\
& \left.-m \dddot{x} \cos { }^{2} \theta+2 m \ddot{x} \dot{\theta} \cos \theta \sin \theta\right\} \\
& \times\left(-2 m l \dot{\theta} \sin \theta-m g \cos (2 \theta)+m l \dot{\theta}^{2} \cos \theta-2 m \ddot{x} \cos \theta \sin \theta\right) \\
+ & \left\{(M+m) \ddot{x}-m l \dot{\theta}^{2} \sin \theta+m g \cos \theta \sin \theta-m \ddot{x} \cos \theta\right\} \times \\
& \times\left(-2 m l\left(\frac{(g \sin \theta-\ddot{x} \cos \theta)}{l} \sin \theta+\dot{\theta}^{2} \cos \theta\right)+2 m \dot{\theta} \cos \theta(g \sin \theta-\ddot{x} \cos \theta)\right. \\
& \left.-m l \dot{\theta}^{3} \sin \theta-2 m \dddot{x} \cos \theta \sin \theta-2 m \ddot{x} \dot{\theta}+2 m g \dot{\theta} \sin \theta \cos \theta(1+m \ddot{x})\right) \\
+ & \frac{1}{l}\left[-p_{\theta}^{0}+(M+m) \ddot{x}-m l \sin \theta \dot{\theta}^{2}+m \cos \theta(g \sin \theta-\ddot{x} \cos \theta)\right](-2 m l \sin \theta) \\
& \left.+p_{\theta} 1(\dddot{x} \sin \theta+\ddot{x} \dot{\theta} \cos \theta-g \dot{\theta} \sin \theta)\right]
\end{aligned}
$$

### 7.2 Quasivelocities and Optimal Control of Underactuated Systems

Geometrically, quasivelocities are the components of velocities, describing a mechanical system, relative to a set of vector fields (in principle, local) that span on each point the
fibers of the tangent bundle of the configuration space. The main point is that these vector fields don't need to be associated with (local) configuration coordinates on the configuration space. In this section we will use quasivelocities as a tool to describe optimal control problem for underactuated mechanical systems.

### 7.2.1 Quasivelocities

Let $Q$ be a $n$ dimensional differentiable manifold, and $L: T Q \rightarrow \mathbb{R}$ a Lagrangian function determining the dynamics. Let $\left(q^{A}\right), 1 \leq A \leq n$, be local coordinates on $Q$ and choose a local basis of vector fields $X_{B}$ with $1 \leq B \leq n$, defined in the same coordinate neighborhood. The components of $X_{B}$ relative to the standard basis $\frac{\partial}{\partial q^{j}}$ will be denoted $X_{B}^{A}$, that is $X_{B}=X_{B}^{A}(q) \frac{\partial}{\partial q^{A}}$.

Let $\left(y^{1}, \ldots, y^{n}\right)$ (the quasivelocities) be the components of a velocity vector $v$ on $T Q$ relative to the basis $X_{B}$, then

$$
v=y^{B} X_{B}(q)=y^{B} X_{B}^{A}(q) \frac{\partial}{\partial q^{A}} .
$$

Therefore, $\dot{q}^{A}=y^{B} X_{B}^{A}(q)$, then

$$
L(q, \dot{q})=L\left(q, y^{B} X_{B}^{A}(q)\right):=l(q, y) .
$$

On $T Q$ we have induced coordinates $\left\{\left(q^{A}, y^{A}\right) \mid A=1, \ldots, n\right\}$.
The Lie bracket of the vector fields $X_{A}$ is $\left[X_{A}, X_{B}\right]=\mathcal{C}_{A B}^{D} X_{D}$, where $\mathcal{C}_{A B}^{D}$ are called Hamel's transpositional symbols or structure coefficients.

Given a Lagrangian function $L: T Q \rightarrow \mathbb{R}$, the Euler-Lagrange equations in quasivelocities or Hamel equations are

$$
\begin{aligned}
\dot{q}^{A} & =y^{B} X_{B}^{A}(q) \\
\frac{d}{d t}\left(\frac{\partial l}{\partial y^{A}}\right) & =\frac{\partial l}{\partial q^{B}} X_{B}^{A}-\mathfrak{C}_{A B}^{D} y^{B} \frac{\partial l}{\partial y^{D}}
\end{aligned}
$$

These equations were introduced by [38] (see also [59]). It is interesting to note that these equations admit a nice, useful and intrinsic interpretation in terms of mechanics on Lie algebroids (see 53].

### 7.2.2 Optimal Control for Underactuated Mechanical Systems

We recall that a Lagrangian Control System is underactuated if the number of the control inputs is less than the dimension of the configuration space. We assume, in the sequel, that the system is controllable [10].

Consider a Lagrangian function $L: T Q \rightarrow \mathbb{R}$. Adding external forces and controlled forces we have that the equations of motion are:

$$
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=F_{A}+u_{a} \bar{X}_{A}^{a}
$$

where $F=F^{A}(q, \dot{q}) d q^{A}$ represents given external forces and $\bar{X}^{a}=\bar{X}_{A}^{a}(q) d q^{a}, 1 \leq a \leq m<$ $n$, the control forces.

Complete with independent 1-forms $\bar{X}^{\alpha}$ to obtain a local basis $\left\{\bar{X}^{a}, \bar{X}^{\alpha}\right\}$ of $\Lambda^{1} Q$ and take its dual basis that we denote by $\left\{X_{a}, X_{\alpha}\right\}$. Now, considering the quasivelocities induced by the local basis $\left\{X_{a}, X_{\alpha}\right\}$, the control equations are written as

$$
\begin{aligned}
\dot{q}^{A} & =y^{B} X_{B}^{A}(q) \\
\frac{d}{d t}\left(\frac{\partial l}{\partial y^{a}}\right)-\frac{\partial l}{\partial q^{B}} X_{a}^{B}+\mathfrak{C}_{a B}^{D} y^{B} \frac{\partial l}{\partial y^{D}} & =F_{A} X_{a}^{A}+u_{a} \\
\frac{d}{d t}\left(\frac{\partial l}{\partial y^{\alpha}}\right)-\frac{\partial l}{\partial q^{B}} X_{\alpha}^{B}+\mathcal{C}_{\alpha B}^{D} y^{B} \frac{\partial l}{\partial y^{D}} & =F_{A} X_{\alpha}^{A}
\end{aligned}
$$

where $1 \leq a \leq m, m+1 \leq \alpha \leq n$, and $u(t)=\left(u_{1}(t), \ldots, u_{m}(t)\right) \in U$ where $U$ is and open subset of $\mathbb{R}^{m}$ containing $\mathbf{0}$.

To solve an optimal control problem we need to find a trajectory $\left(q^{A}(t), u^{a}(t)\right)$ (called an optimal curve) of the configuration variables and control inputs satisfying the control equations from given initial and final conditions: $\left(q^{A}\left(t_{0}\right), y^{A}\left(t_{0}\right)\right),\left(q^{A}\left(t_{f}\right), y^{A}\left(t_{f}\right)\right)$ and minimizing the cost functional

$$
\mathcal{A}=\int_{t_{0}}^{t_{f}} C\left(q^{A}(t), y^{A}(t), u^{a}(t)\right) d t
$$

On the other hand, a second order variational Lagrangian problem with constraints is given by

$$
\min _{q(\cdot)} \int_{0}^{T} L\left(q^{A}, \dot{q}^{A}, \ddot{q}^{A}\right) d t
$$

subject to the constraints

$$
\Phi\left(q^{A}, \dot{q}^{A}, \ddot{q}^{A}\right)=0
$$

In the sequel we will show the equivalence of both theories (optimal control for underactuated systems and second order variational problems with constraints) under some regularity conditions (see 10 and references therein). Indeed, our initial optimal control problem is equivalent to the following constrained variational problem

$$
\text { Minimize } \overline{\mathcal{A}}=\int_{t_{0}}^{t_{f}} \widetilde{L}\left(q^{A}(t), y^{A}(t), \dot{y}^{A}(t)\right) d t
$$

subject to constraints

$$
\Phi^{\alpha}\left(q^{A}, y^{A}, \dot{y}^{A}\right)=\frac{d}{d t}\left(\frac{\partial l}{\partial y^{\alpha}}\right)-\frac{\partial l}{\partial q^{B}} X_{\alpha}^{B}+\mathfrak{C}_{\alpha B}^{D} y^{B} \frac{\partial l}{\partial y^{D}}-F_{A} X_{\alpha}^{A}=0
$$

and where $\widetilde{L}$ is defined as

$$
\widetilde{L}\left(q^{A}, y^{A}, \dot{y}^{A}\right)=C\left(q^{A}, y^{A}, \frac{d}{d t}\left(\frac{\partial l}{\partial y^{a}}\right)-\frac{\partial l}{\partial q^{B}} X_{a}^{B}+\mathcal{C}_{a B}^{D} y^{B} \frac{\partial l}{\partial y^{D}}-F_{A} X_{a}^{A}\right)
$$

More geometrically, we have that $\left(q^{A}, y^{A}, \dot{y}^{A}\right)$ are coordinates on $T^{(2)} Q$ (the second order tangent bundle) and the constraints $\Phi^{\alpha}$ determine a submanifold $\mathcal{M}$ of $T^{(2)} Q$ and $\widetilde{L}: T^{(2)} Q \rightarrow \mathbb{R}$.

The canonical immersion $j_{2}: T^{(2)} Q \rightarrow T(T Q)$ in the induced coordinates $\left(q^{A}, y^{A}, \dot{y}^{A}\right)$ is

$$
\begin{aligned}
T^{(2)} Q & \xrightarrow{j_{2}} T T Q \\
\left(q^{A}, y^{A}, \dot{y}^{A}\right) & \mapsto\left(q^{A}, y^{A}, X_{B}^{A} y^{B}, \dot{y}^{A}\right)
\end{aligned}
$$

Assume that the matrix $\left(\frac{\partial^{2} l}{\partial y^{\alpha} \partial y^{\beta}}\right)_{m+1 \leq \alpha, \beta \leq n}$ is regular, then we can rewrite the constraints in the form $\dot{y}^{\beta}=G^{\alpha}\left(q^{A}, y^{A}, \dot{y}^{a}\right)$ and select coordinates $\left(q^{A}, y^{A}, \dot{y}^{a}\right)$ on $\mathcal{M}$.

Hence, $\left(j_{2}\right)_{\mid \mathcal{M}}: \mathcal{M} \rightarrow T(T Q)$ is

$$
\begin{aligned}
\mathcal{M} & \xrightarrow{\left(j_{2}\right)_{\text {M }}} \\
\left(q^{A}, y^{A} ; \dot{y}^{a}\right) & \xrightarrow{\mapsto} \\
\mapsto & \left(q^{A}, y^{A} ; X_{B}^{A} y^{B}, \dot{y}^{a}, G^{\alpha}\left(q^{A}, y^{A}, \dot{y}^{a}\right)\right)
\end{aligned}
$$

Let us define $\widetilde{L}_{\mathcal{M}}$ by $\widetilde{L}_{\mathcal{M}}=\left.\widetilde{L}\right|_{\mathcal{M}}: \mathcal{M} \rightarrow \mathbb{R}$ and consider $W_{0}=\mathcal{M} \times{ }_{T Q} T^{*} T Q$ with induced coordinates $\left(q^{A}, y^{A}, \dot{y}^{a}, p_{A}, \widetilde{p}_{A}\right)$.

Now, we will describe geometrically the problem based on the Skinner and Rusk formalism (see [65]).


Figure 7.2: Skinner and Rusk Formalism
Let us define the 2-form $\Omega=p r_{2}^{*}\left(\omega_{T Q}\right)$ on $W_{0}$, where $\omega_{T Q}$ is the canonical symplectic form on $T^{*} T Q$, and $\widetilde{H}\left(v_{x}, \alpha_{x}\right)=\left\langle\alpha_{x},\left.\left(j_{2}\right)\right|_{\mathcal{M}}\left(v_{x}\right)\right\rangle-\widetilde{L}_{\mathcal{M}}\left(v_{x}\right)$ where $x \in T Q, v_{x} \in \mathcal{M}_{x} \cap\left(\left.\tau_{T Q}\right|_{\mathcal{M}}\right.$ $)^{-1}(x)$ and $\alpha_{x} \in T_{x}^{*} T Q$.

In coordinates

$$
\begin{gathered}
\Omega=d q^{A} \wedge d p_{A}+d y^{A} \wedge d \widetilde{p}_{A}, \\
\widetilde{H}=p_{A} X_{B}^{A}(q) y^{B}+\widetilde{p}_{a} \dot{y}^{a}+\widetilde{p}_{\alpha} G^{\alpha}\left(q^{A}, y^{A}, \dot{y}^{a}\right)-\widetilde{L}_{\mathcal{M}}\left(q^{A}, y^{A}, \dot{y}^{a}\right) .
\end{gathered}
$$

The intrinsic expression of this constrained problem is given by the following presymplectic equation

$$
\begin{equation*}
i_{X} \Omega=d \widetilde{H} \tag{7.2.1}
\end{equation*}
$$

Observe that $\operatorname{ker} \Omega=\operatorname{span}\left\langle\frac{\partial}{\partial \dot{y}^{a}}\right\rangle$.
Following the Gotay-Nester-Hinds algorithm [?] for presymplectic Hamiltonian systems we obtain the primary constraints $d \widetilde{H}\left(\frac{\partial}{\partial \dot{j}^{a}}\right)=0$, that is

$$
\varphi_{a}=\frac{\partial \widetilde{H}}{\partial \dot{y}^{a}}=\widetilde{p}_{a}+\widetilde{p}_{\alpha} \frac{\partial G^{\alpha}}{\partial \dot{y}^{a}}-\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}=0 .
$$
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Therefore the dynamics is restricted to the manifold $W_{1}$ determined by the vanishing of the constraints $\varphi_{a}=0$. Observe that $\operatorname{dim} W_{1}=4 n$ with induced coordinates $\left(q^{A}, y^{A}, \dot{y}^{a}, p_{A}, \widetilde{p}_{\alpha}\right)$.

A curve $t \rightarrow\left(q^{A}(t), y^{A}(t), \dot{y}^{a}(t), p_{A}(t), \widetilde{p}_{A}(t)\right)$ solution of the equations 7.2.1 must verify the following system of differential-algebraic equations.

$$
\begin{align*}
\frac{d q^{A}}{d t}= & X_{B}^{A}(q(t)) y^{B}(t)  \tag{7.2.2}\\
\frac{d y^{\alpha}}{d t}= & G^{\alpha}\left(q^{A}(t), y^{A}(t), \frac{d y^{a}}{d t}(t)\right), \quad \frac{d y^{a}}{d t}=\dot{y}^{a}(t)  \tag{7.2.3}\\
\frac{d p_{A}}{d t}= & -p_{C}(t) \frac{\partial X_{B}^{C}}{\partial q^{A}}(q(t)) y^{B}(t)-\widetilde{p}_{\alpha}(t) \frac{\partial G^{\alpha}}{\partial q^{A}}\left(q^{B}(t), y^{B}(t), \dot{y}^{b}\right) \\
& +\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial q^{A}}\left(q^{B}(t), y^{B}(t), \dot{y}^{b}\right)  \tag{7.2.4}\\
\frac{d \widetilde{p}_{A}}{d t}= & -p_{C}(t) X_{A}^{C}(q(t))-\widetilde{p}_{\alpha}(t) \frac{\partial G^{\alpha}}{\partial y^{A}}\left(q^{B}(t), y^{B}(t), \dot{y}^{b}\right) \\
& +\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{A}}\left(q^{B}(t), y^{B}(t), \dot{y}^{b}\right)  \tag{7.2.5}\\
\widetilde{p}_{a}(t)= & -\widetilde{p}_{\alpha}(t) \frac{\partial G^{\alpha}}{\partial \dot{y}^{a}}\left(q^{B}(t), y^{B}(t), \dot{y}^{b}\right)+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}\left(q^{B}(t), y^{B}(t), \dot{y}^{b}\right) \tag{7.2.6}
\end{align*}
$$

From Equations (7.2.5 and (7.2.6 we deduce

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}-\widetilde{p}_{\alpha} \frac{\partial G^{\alpha}}{\partial \dot{y}^{a}}\right)=-p_{C} X_{a}^{C}-\widetilde{p}_{\alpha} \frac{\partial G^{\alpha}}{\partial y^{a}}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{a}} \tag{7.2.7}
\end{equation*}
$$

Differentiating with respect to time, replacing in the previous equality and using (7.2.4), we obtain the following system of equations

$$
\begin{align*}
& \frac{d^{2}}{d t^{2}}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}-\widetilde{p}_{\alpha} \frac{\partial G^{\alpha}}{\partial \dot{y}^{a}}\right)-\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{a}}-\widetilde{p}_{\alpha} \frac{\partial G^{\alpha}}{\partial y^{a}}\right) \\
& +X_{a}^{A}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial q^{A}}-\widetilde{p}_{\alpha} \frac{\partial G^{\alpha}}{\partial q^{A}}\right)-p_{C} y^{B}\left[X_{a}^{D} \frac{\partial X_{B}^{C}}{\partial q^{D}}-X_{B}^{D} \frac{\partial X_{a}^{C}}{\partial q^{D}}\right]=0 \tag{7.2.8}
\end{align*}
$$

Let us consider the 2-form $\Omega_{W_{1}}=i_{W_{1}}^{*} \Omega$ where $i_{W_{1}}: W_{1} \hookrightarrow W_{0}$ is the canonical inclusion.
Theorem 7.2.1. The submanifold $\left(W_{1}, \Omega_{W_{1}}\right)$ is symplectic if and only if for any system of local coordinates $\left(q^{A}, y^{A}, \dot{y}^{a}, p_{A}, \widetilde{p}_{A}\right)$ on $W_{0}$

$$
\operatorname{det}\left(\mathcal{R}_{a b}\right)=\operatorname{det}\left(\frac{\partial^{2} \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a} \partial \dot{y}^{b}}-\widetilde{p}_{\alpha} \frac{\partial^{2} G^{\alpha}}{\partial \dot{y}^{a} \partial \dot{y}^{b}}\right)_{m \times m} \neq 0 \text { along } W_{1} .
$$

Under the hypothesis of Theorem 7.2.1, we can rewrite the necessary conditions for optimality as an explicit system of differential equations where Equation 7.2.8 is replaced
by

$$
\begin{equation*}
\frac{d^{3} y^{a}}{d t^{3}}=\Gamma^{a}\left(q^{A}, y^{A}, \frac{d y^{a}}{d t}, \frac{d^{2} y^{a}}{d t^{2}}, p_{A}, \tilde{p}_{\alpha}\right) \tag{7.2.9}
\end{equation*}
$$

Example 7.2.2. The Planar Rigid Body
The configuration space for this system on $Q=\mathbb{R}^{2} \times S^{1}$ and it can be considered as the simplest example in the category of rigid body dynamics. The three degrees of freedom describe the translations in $\mathbb{R}^{2}$ and the rotation about its center of mass. The configuration is given by the following variables: $\theta$ describes the relative orientation of the body reference frame with respect to the inertial reference frame. The vector $(x, y)$ denotes the position of the center of mass measured with respect to the inertial reference frame. The Lagrangian is of kinetical type

$$
L=\frac{1}{2} \dot{q}^{T} \mathcal{G}(q) \dot{q} \text {, where } \mathcal{G}(q)=\left(\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & J
\end{array}\right)
$$

and where $m$ is the mass of the body and $J$ is its moment of inertia about the center of mass. If we assume that the body moves in a plane perpendicular to the direction of the gravitational forces being the potential energy zero. For the planar body, the control forces that we consider are applied to a point on the body with distance $h>0$ from the center of mass, along the body $x$-axis (see [17] for more details about this example).

The equations of motion are

$$
\begin{aligned}
m \ddot{x} & =u_{1} \cos \theta-u_{2} \sin \theta \\
m \ddot{y} & =u_{1} \sin \theta+u_{2} \cos \theta \\
J \ddot{\theta} & =-h u_{2}
\end{aligned}
$$

The control fields are

$$
\begin{aligned}
& X_{1}=\frac{\cos \theta}{m} \frac{\partial}{\partial x}+\frac{\sin \theta}{m} \frac{\partial}{\partial y} \\
& X_{2}=-\frac{\sin \theta}{m} \frac{\partial}{\partial x}+\frac{\cos \theta}{m} \frac{\partial}{\partial y}-\frac{h}{J} \frac{\partial}{\partial \theta},
\end{aligned}
$$

and we complete the basis of vector fields with $X_{3}=h \sin \theta \frac{\partial}{\partial x}-h \cos \theta \frac{\partial}{\partial y}-\frac{\partial}{\partial \theta}$
The nonzero structure functions are

$$
\begin{array}{ll}
\mathfrak{C}_{12}^{2}=\frac{h}{m h^{2}+J}=-\mathfrak{C}_{21}^{2}, & \mathfrak{C}_{12}^{3}=-\frac{h^{2}}{\left(m h^{2}+J\right) J}=-\mathfrak{C}_{21}^{3} \\
\mathcal{C}_{23}^{1}=-\frac{m h^{2}+J}{J}=-\mathfrak{C}_{32}^{1}, & \mathfrak{C}_{13}^{2}=\frac{J}{m h^{2}+J}=-\mathfrak{C}_{31}^{2} \\
\mathfrak{C}_{13}^{3}=-\frac{h}{m h^{2}+J}=-\mathfrak{C}_{31}^{3} &
\end{array}
$$
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Taking the corresponding quasivelocities $\left\{y^{1}, y^{2}, y^{3}\right\}$, we have that

$$
\begin{aligned}
\dot{x} & =y^{1} \frac{\cos \theta}{m}-y^{2} \frac{\sin \theta}{m}+y^{3} h \sin \theta \\
\dot{y} & =y^{1} \frac{\sin \theta}{m}+y^{2} \frac{\cos \theta}{m}-y^{3} h \cos \theta \\
\dot{\theta} & =-y^{2} \frac{h}{J}-y^{3} .
\end{aligned}
$$

The Lagrangian of this system is

$$
l\left(x, y, \theta, y^{1}, y^{2}, y^{3}\right)=\frac{1}{2}\left[\frac{1}{m}\left(y^{1}\right)^{2}+\frac{m h^{2}+J}{m J}\left(y^{2}\right)^{2}+\left(m h^{2}+J\right)\left(y^{3}\right)^{2}\right]
$$

then the Hamel equations with controls are:

$$
\begin{aligned}
u_{1} & =\dot{y}^{1}+\frac{h}{J}\left(y^{2}\right)^{2}-h m\left(y^{3}\right)^{2}+\frac{J-m h^{2}}{J} y^{2} y^{3} \\
u_{2} & =\frac{J+m h^{2}}{J} \dot{y}^{2}--\frac{h}{J} y^{1} y^{2}-y^{1} y^{3} \\
0 & =\left(J+m h^{2}\right) \dot{y}^{3}+\frac{h^{2}}{J} y^{1} y^{2}+h y^{1} y^{3} .
\end{aligned}
$$

Consider the following cost functional

$$
\mathcal{A}=\frac{1}{2} \int_{0}^{T}\left(u_{1}^{2}+u_{2}^{2}\right) d t
$$

Following our formalism this optimal control problem is equivalent to the constrained second-order variational problem determined by:

$$
\widetilde{\mathcal{A}}=\int_{0}^{T} \widetilde{L}\left(x, y, \theta, y^{1}, y^{2}, y^{3}, \dot{y}^{1}, \dot{y}^{2}, \dot{y}^{3}\right) d t
$$

and the second-order constraint

$$
\Phi\left(x, y, \theta, y^{1}, y^{2}, y^{3}, \dot{y}^{1}, \dot{y}^{2}, \dot{y}^{3}\right)=\left(J+m h^{2}\right) \dot{y}^{3}+\frac{h^{2}}{J} y^{1} y^{2}+h y^{1} y^{3}=0
$$

where

$$
\begin{aligned}
\widetilde{L}\left(x, y, \theta, y^{1}, y^{2}, y^{3}, \dot{y}^{1}, \dot{y}^{2}, \dot{y}^{3}\right) & =\frac{1}{2}\left[\dot{y}^{1}+\frac{h}{J}\left(y^{2}\right)^{2}-h m\left(y^{3}\right)^{2}+\frac{J-m h^{2}}{J} y^{2} y^{3}\right]^{2} \\
& +\frac{1}{2}\left[\frac{J+m h^{2}}{J} \dot{y}^{2}--\frac{h}{J} y^{1} y^{2}-y^{1} y^{3}\right]^{2}
\end{aligned}
$$

Now, we rewrite the second-order constraint in the form

$$
\dot{y}^{3}=-\frac{h^{2}}{\left(J+m h^{2}\right) J} y^{1} y^{2}-\frac{h}{\left(J+m h^{2}\right)} y^{1} y^{3} .
$$

Take now $W_{0}=\mathcal{M} \times T^{*}\left(T\left(\mathbb{R}^{2} \times \mathbb{S}^{1}\right)\right)$ with coordinates $\left(x, y, \theta, y^{1}, y^{2}, y^{3}, \dot{y}^{1}, \dot{y}^{2}, p_{1}, p_{2}, p_{3}, \tilde{p}_{1}, \tilde{p}_{2}, \tilde{p}_{3}\right)$.
Now, the presymplectic 2-form $\Omega$, the Hamiltonian $\widetilde{H}$ and the primary constraints, $\varphi_{1}, \varphi_{2}$, are:

$$
\begin{aligned}
\Omega= & d x \wedge d p_{1}+d y \wedge d p_{2}+d \theta \wedge d p_{3}+d y^{1} \wedge d \tilde{p}_{1}+d y^{2} \wedge d \tilde{p}_{2}+d y^{3} \wedge d \tilde{p}_{3}, \\
\widetilde{H}= & p_{1}\left[y^{1} \frac{\cos \theta}{m}-y^{2} \frac{\sin \theta}{m}+y^{3} h \sin \theta\right]+p_{2}\left[y^{1} \frac{\sin \theta}{m}+y^{2} \frac{\cos \theta}{m}-y^{3} h \cos \theta\right] \\
& -p_{3}\left[y^{2} \frac{h}{J}+y^{3}\right]+\tilde{p}_{1} \dot{y}^{1}+\tilde{p}_{2} \dot{y}^{2}-\tilde{p}_{3}\left(\frac{h^{2}}{\left(J+m h^{2}\right) J} y^{1} y^{2}+\frac{h}{\left(J+m h^{2}\right)} y^{1} y^{3}\right) \\
& -\frac{1}{2}\left[\dot{y}^{1}+\frac{h}{J}\left(y^{2}\right)^{2}-h m\left(y^{3}\right)^{2}+\frac{J-m h^{2}}{J} y^{2} y^{3}\right]^{2}-\frac{1}{2}\left[\frac{J+m h^{2}}{J} \dot{y}^{2}--\frac{h}{J} y^{1} y^{2}-y^{1} y^{3}\right]^{2} \\
\varphi_{1}= & \frac{\partial \widetilde{H}}{\partial \dot{y}^{1}}=\tilde{p}_{1}-\left[\dot{y}^{1}+\frac{h}{J}\left(y^{2}\right)^{2}-h m\left(y^{3}\right)^{2}+\frac{J-m h^{2}}{J} y^{2} y^{3}\right]=0, \\
\varphi_{2}= & \tilde{p}_{2}-\frac{J+m h^{2}}{J}\left[\frac{J+m h^{2}}{J} \dot{y}^{2}--\frac{h}{J} y^{1} y^{2}-y^{1} y^{3}\right], \\
\text { i.e., } &
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{p}_{1}=\dot{y}^{1}+\frac{h}{J}\left(y^{2}\right)^{2}-h m\left(y^{3}\right)^{2}+\frac{J-m h^{2}}{J} y^{2} y^{3} \\
& \tilde{p}_{2}=\frac{J+m h^{2}}{J}\left[\frac{J+m h^{2}}{J} \dot{y}^{2}--\frac{h}{J} y^{1} y^{2}-y^{1} y^{3}\right] .
\end{aligned}
$$

These constraints determine the submanifold $W_{1}$. Applying the Theorem 7.2.1, we deduce that the 2-form $\Omega_{W_{1}}$, restriction of $\Omega$ to $W_{1}$, is symplectic since

$$
\left(\begin{array}{ll}
\mathcal{R}_{11} & \mathcal{R}_{12} \\
\mathcal{R}_{21} & \mathcal{R}_{22}
\end{array}\right)=\left(\begin{array}{rr}
1 & 0 \\
0 & \left(J+m h^{2}\right) / J
\end{array}\right)
$$

is regular.
Therefore, the algorithm stabilizes in the first constraint submanifold $W_{1}$. Moreover, there exists a unique solution of the dynamics, a vector field $X$ which satisfies $i_{X} \Omega_{W_{1}}=$ $d \widetilde{H}_{W_{1}}$. In consequence, we have a unique control input which extremizes the objective function $\mathcal{A}$. If we take the flow $F_{t}: W_{1} \rightarrow W_{1}$ of the vector field $X$ then we have that $F_{t}^{*} \Omega_{W_{1}}=\Omega_{W_{1}}$, then the evolution is symplectic preserving. Obviously, the Hamiltonian function $\left.\widetilde{H}\right|_{W_{1}}$ is preserved by the solution of the optimal control problem, that is $\left.\widetilde{H}\right|_{W_{1}} \circ F_{t}=\left.\widetilde{H}\right|_{W_{1}}$. Both properties, symplecticity and preservation of energy, are important geometric invariants. In [30], we construct, using discrete variational calculus, numerical integrators which inherit some of the geometric properties of the optimal control problem (symplecticity, momentum preservation and a very good energy behavior).

### 7.3 Underactuated Mechanical Control Systems on Lie Groups

In this section we analyze the case of underactuated control of mechanical systems on Lie groups and, as a particular example, a family of underactuated problems for the rigid body
on $S O(3)$. Finally we study the control equation of the Cosserat Rod, an static rod where the configuration space is the Lie group $S E(3)$, the group of rotations and translations in the space.

In the following we assume that the controlled equations are trivialized where $L: G \times \mathfrak{g} \rightarrow$ $\mathbb{R}$

$$
\frac{d}{d t}\left(\frac{\delta L}{\delta \xi}\right)-a d_{\xi}^{*}\left(\frac{\delta L}{\delta \xi}\right)-£_{g}^{*} \frac{\partial L}{\partial g}=u_{a} e^{a}
$$

where we are assuming that $\left\{e^{a}\right\}$ are independent elements on $\mathfrak{g}^{*}$ and $\left(u_{a}\right)$ are the admissible controls. Complete it to a basis $\left\{e^{a}, e^{A}\right\}$ of the vector space $\mathfrak{g}^{*}$. Take its dual basis $\left\{e_{i}\right\}=\left\{e_{a}, e_{A}\right\}$ on $\mathfrak{g}$ with bracket relations:

$$
\left[e_{i}, e_{j}\right]=\mathcal{C}_{i j}^{k} e_{k}
$$

The basis $\left\{e_{i}\right\}=\left\{e_{a}, e_{A}\right\}$ induced coordinates $\left(y^{a}, y^{A}\right)=\left(y^{i}\right)$ on $\mathfrak{g}$, that is, if $e \in \mathfrak{g}$ then $e=y^{i} e_{i}=y^{a} e_{a}+y^{A} e_{A}$. In $\mathfrak{g}^{*}$, we have induces coordinates ( $p_{a}, p_{\alpha}$ ) for the previous fixed basis $\left\{e^{i}\right\}$

In these coordinates, the equations of motion are rewritten as

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{\partial L}{\partial y^{a}}\right)-\mathfrak{C}_{i a}^{j} y^{i} \frac{\partial L}{\partial y^{j}}-\left\langle £_{g}^{*} \frac{\delta L}{\delta g}, e_{a}\right\rangle & =u_{a} \\
\frac{d}{d t}\left(\frac{\partial L}{\partial y^{A}}\right)-\mathfrak{C}_{i A}^{j} y^{i} \frac{\partial L}{\partial y^{j}}-\left\langle £_{g}^{*} \frac{\delta L}{\delta g}, e_{A}\right\rangle & =0
\end{aligned}
$$

With these equations we can study the optimal control problem that consists on finding trajectories $\left(g(t), u^{a}(t)\right)$ of state variables and control inputs satisfying the previous equations from given initial and final conditions $\left(g\left(t_{0}\right), y^{i}\left(t_{0}\right)\right)$ and $\left(g\left(t_{f}\right), y^{i}\left(t_{f}\right)\right)$, respectively, and extremizing the functional

$$
\mathcal{J}=\int_{t_{0}}^{t_{f}} C\left(g(t), y^{i}(t), u^{a}(t)\right) d t
$$

Obviously the proposed optimal control problem is equivalent to a variational problem with second order constraints, determined by the Lagrangian $\widetilde{L}: G \times 2 \mathfrak{g} \rightarrow \mathbb{R}$ given, in the selected coordinates, by

$$
\widetilde{L}\left(g, y^{i}, \dot{y}^{i}\right)=C\left(g, y^{i}, \frac{d}{d t}\left(\frac{\partial L}{\partial y^{a}}\right)-\mathcal{C}_{i a}^{j} y^{i} \frac{\partial L}{\partial y^{j}}-\left\langle £_{g}^{*} \frac{\delta L}{\delta g}, e_{a}\right\rangle\right) .
$$

subjected to the second-order constraints

$$
\Phi^{A}\left(g, y^{i}, \dot{y}^{i}\right)=\frac{d}{d t}\left(\frac{\partial L}{\partial y^{A}}\right)-\mathfrak{C}_{i A}^{j} y^{i} \frac{\partial L}{\partial y^{j}}-\left\langle £_{g}^{*} \frac{\delta L}{\delta g}, e_{A}\right\rangle=0 .
$$

which determine the submanifold $\mathcal{M}$ of $G \times 2 \mathfrak{g}$.
Observe that from the constraint equations we have that

$$
\frac{\partial^{2} L}{\partial y^{A} \partial y^{B}} \dot{y}^{B}+\frac{\partial^{2} L}{\partial y^{A} \partial y^{b}} \dot{y}^{b}-\mathcal{C}_{i A}^{j} y^{i} \frac{\partial L}{\partial y^{j}}-\left\langle £_{g}^{*} \frac{\delta L}{\delta g}, e_{A}\right\rangle=0 .
$$

Therefore, assuming that the matrix $\left(W_{A B}\right)=\left(\frac{\partial^{2} L}{\partial y^{A} \partial y^{B}}\right)$ is regular we can write the constraint equations as

$$
\begin{aligned}
\dot{y}^{B} & =-W^{B A}\left(\frac{\partial^{2} L}{\partial y^{A} \partial y^{b}} \dot{y}^{b}-\mathfrak{C}_{i A}^{j} y^{i} \frac{\partial L}{\partial y^{j}}-\left\langle £_{g}^{*} \frac{\delta L}{\delta g}, e_{A}\right\rangle\right) \\
& =G^{B}\left(g, y^{i}, \dot{y}^{a}\right)
\end{aligned}
$$

where $W^{B A}=\left(W_{B A}\right)^{-1}$.
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This means that we can identify $T \mathcal{M} \equiv G \times \operatorname{span}\left\{\left(e_{i}, \mathbf{0}, \mathbf{0}\right),\left(\mathbf{0}, e_{i}, \mathbf{0}\right),\left(\mathbf{0}, \mathbf{0}, e_{a}\right)\right\}$ where $\left(e_{i}, \mathbf{0}, \mathbf{0}\right),\left(\mathbf{0}, e_{i}, \mathbf{0}\right),\left(\mathbf{0}, \mathbf{0}, e_{a}\right) \in 3 \mathfrak{g}$.

Therefore, we can choose coordinates $\left(g, y^{i}, \dot{y}^{a}\right)$ on $\mathcal{M}$. This choice allows us to consider an "intrinsic point view", that is, to work directly on $\bar{W}_{0}=\mathcal{M} \times 2 \mathfrak{g}^{*}$ avoiding the use of Lagrange multipliers.

Define the restricted lagrangian $\widetilde{L}_{\mathcal{M}}$ by $\widetilde{L}_{\mathcal{M}}=\left.\widetilde{L}\right|_{\mathcal{M}}: \mathcal{N} \rightarrow \mathbb{R}$ and take induced coordinates on $\bar{W}_{0}$ are $\gamma=\left(g, y^{i}, \dot{y}^{a}, p_{i}, \tilde{p}_{i}\right)$. Consider the presymplectic 2-form on $\bar{W}_{0}, \Omega_{\bar{W}_{0}}=\left(p r_{2} \circ\right.$ $\left.i_{\bar{W}_{0}}\right)^{*}\left(\omega_{G \times \mathfrak{g}}\right)$.

Using the notation $\left(e_{i}\right)_{0}=\left(e_{i}, \mathbf{0}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right) \in 3 \mathfrak{g} \times 2 \mathfrak{g}^{*}$ and, in the same way $\left(e_{i}\right)_{1}=$ $\left(\mathbf{0}, e_{i}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right),\left(e_{a}\right)_{2}=\left(\mathbf{0}, \mathbf{0}, e_{a} ; \mathbf{0}, \mathbf{0}\right),\left(e^{i}\right)_{3}=\left(\mathbf{0}, \mathbf{0}, \mathbf{0} ; e^{i}, \mathbf{0}\right)$ and $\left(e^{i}\right)_{4}=\left(\mathbf{0}, \mathbf{0}, \mathbf{0} ; \mathbf{0}, e^{i}\right)$ then the unique nonvanishing elements on the expression of $\Omega_{\bar{W}_{0}}$ are:

$$
\begin{aligned}
\left(\Omega_{\bar{W}_{0}}\right)_{\gamma}\left(\left(e_{i}\right)_{0},\left(e_{j}\right)_{0}\right) & =\mathfrak{C}_{i j}^{k} p_{k}, \\
\left(\Omega_{\bar{W}_{0}}\right)_{\gamma}\left(\left(e_{i}\right)_{0},\left(e^{j}\right)_{3}\right) & =-\left(\Omega_{\bar{W}_{0}}\right)_{\gamma}\left(\left(e^{i}\right)_{3},\left(e_{j}\right)_{0}\right)=\delta_{i}^{j}, \\
\left(\Omega_{\bar{W}_{0}}\right)_{\gamma}\left(\left(e_{i}\right)_{1},\left(e^{j}\right)_{4}\right) & =-\left(\Omega_{\bar{W}_{0}}\right)_{\gamma}\left(\left(e^{i}\right)^{4},\left(e_{j}\right)_{1}\right)=\delta_{i}^{j} .
\end{aligned}
$$

Taking the dual basis $\left(e^{i}\right)_{0}=\left(e^{i}, \mathbf{0}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right) \in 3 \mathfrak{g}^{*} \times 2 \mathfrak{g}$ and, in the same way $\left(e^{i}\right)_{1}=$ $\left(\mathbf{0}, e^{i}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right),\left(e^{a}\right)_{2}=\left(\mathbf{0}, e^{a}, \mathbf{0} ; \mathbf{0}, \mathbf{0}\right),\left(e_{i}\right)_{3}=\left(\mathbf{0}, \mathbf{0}, \mathbf{0} ; e_{i}, \mathbf{0}\right)$ and $\left(e_{i}\right)_{4}=\left(\mathbf{0}, \mathbf{0}, \mathbf{0} ; \mathbf{0}, e_{i}\right)$ we deduce that

$$
\left(\Omega_{\bar{W}_{0}}\right)=\left(e^{i}\right)_{0} \wedge\left(e_{i}\right)_{3}+\left(e^{i}\right)_{1} \wedge\left(e_{i}\right)_{4}+\frac{1}{2} \mathrm{C}_{i j}^{k} p_{k}\left(e^{i}\right)_{0} \wedge\left(e^{j}\right)_{0}
$$

Moreover

$$
\bar{H}=y^{i} p_{i}+\dot{y}^{a} \tilde{p}_{a}+G^{A}\left(g, y^{i}, \dot{y}^{a}\right) \tilde{p}_{A}-\widetilde{L}_{\mathcal{M}}\left(g, y^{i}, \dot{y}^{a}\right)
$$

and, in consequence,

$$
\begin{aligned}
d \bar{H}= & -\left\langle £_{g}^{*}\left(\frac{\delta \widetilde{L}_{\mathcal{M}}}{\delta g}+\tilde{p}_{B} \frac{\delta G^{B}}{\delta g}\right), e_{i}\right\rangle\left(e^{i}\right)_{0}+\left(p_{i}-\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{i}}+\tilde{p}_{B} \frac{\partial G^{B}}{\partial y^{i}}\right)\left(e^{i}\right)_{1} \\
& +\left(\tilde{p}_{a}-\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}+\tilde{p}_{B} \frac{\partial G^{B}}{\partial \dot{y}^{a}}\right)\left(e^{a}\right)_{2}+y^{i}\left(e_{i}\right)_{3}+\dot{y}^{a}\left(e_{a}\right)_{4}+G^{A}\left(e_{A}\right)_{4}
\end{aligned}
$$

The conditions for the integral curves $t \rightarrow\left(g(t), y^{i}(t), \dot{y}^{a}(t), p_{A}(t), \tilde{p}_{A}(t)\right)$ of a vector field $X$ satisfying equations $i_{X} \Omega_{\bar{W}_{0}}=d \bar{H}$ are

$$
\begin{align*}
\frac{d g}{d t} & =g\left(y^{i}(t) e_{i}\right)  \tag{7.3.1}\\
\frac{d y^{a}}{d t} & =\dot{y}^{a}  \tag{7.3.2}\\
\frac{d y^{A}}{d t} & =G^{A}\left(g, y^{i}, \dot{y}^{a}\right)  \tag{7.3.3}\\
\frac{d p_{i}}{d t} & =\left\langle £_{g}^{*}\left(\frac{\delta \widetilde{L}_{\mathcal{M}}}{\delta g}-\widetilde{p}_{B} \frac{\delta G^{B}}{\delta g}\right), e_{i}\right\rangle+\mathcal{C}_{i j}^{k} p_{k} y^{j}  \tag{7.3.4}\\
\frac{d \tilde{p}_{i}}{d t} & =-p_{i}+\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{i}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial y^{i}}  \tag{7.3.5}\\
\widetilde{p}_{a} & =\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial \dot{y}^{a}}=\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}+W^{B A} \widetilde{p}_{B} \frac{\partial^{2} L}{\partial y^{A} \partial y^{a}} \tag{7.3.6}
\end{align*}
$$

As a consequence we obtain the following set of differential equations:

$$
\begin{aligned}
\frac{d g}{d t}= & g\left(y^{i}(t) e_{i}\right) \\
\frac{d y^{A}}{d t}= & G^{A}\left(g, y^{i}, \dot{y}^{a}\right) \\
0= & \frac{d^{2}}{d t^{2}}\left[\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial \dot{y}^{a}}\right]-\mathcal{C}_{i a}^{b} y^{i}\left(\frac{d}{d t}\left[\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{b}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial \dot{y}^{b}}\right]\right) \\
& -\frac{d}{d t}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{a}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial y^{a}}\right)+\mathfrak{C}_{i a}^{k} y^{i}\left(\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{k}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial y^{k}}\right) \\
& +\left\langle £_{g}^{*}\left(\frac{\delta \widetilde{L}_{\mathcal{M}}}{\delta g}-\widetilde{p}_{B} \frac{\delta G^{B}}{\delta g}\right), e_{a}\right\rangle-\mathfrak{C}_{i a}^{C} y^{i} \frac{d \tilde{p}_{C}}{d t} \\
0= & \frac{d^{2} \widetilde{p}_{A}}{d t^{2}}+\mathfrak{C}_{i A}^{B} y^{i} \frac{\widetilde{p}_{B}}{d t}-\mathfrak{C}_{i A}^{k} y^{i}\left[\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{k}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial y^{k}}\right] \\
& -\frac{d}{d t}\left[\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{A}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial y^{A}}\right]+\left\langle £_{g}^{*}\left(\frac{\delta \widetilde{L}_{\mathcal{M}}}{\delta g}-\widetilde{p}_{B} \frac{\delta G^{B}}{\delta g}\right), e_{A}\right\rangle \\
& +\mathfrak{C}_{i A}^{b} y^{i}\left(\frac{d}{d t}\left[\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{b}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial \dot{y}^{b}}\right]\right)-\mathcal{C}_{i A}^{b} y^{i}\left[\frac{\partial \widetilde{L}_{\mathcal{M}}}{\partial y^{b}}-\widetilde{p}_{B} \frac{\partial G^{B}}{\partial y^{b}}\right]
\end{aligned}
$$

which determine completely the dynamics.
If the matrix

$$
\left(\frac{\partial^{2} \widetilde{L}_{\mathcal{M}}}{\partial \dot{y}^{a} \partial \dot{y}^{b}}\right)
$$

is regular then we can write the previous equations as a explicit system of third-order differential equations. It is easy to show that this regularity assumption is equivalent to the condition that the constrain algorithm stops at the first constraint submanifold $\bar{W}_{1}$ (see [5], [30], [29] and reference therein for more details).

### 7.3.1 Optimal Control of an Underactuated Rigid Body

We consider the motion of a rigid body where the configuration space is the Lie group $G=S O(3)$ (see [11, 49]). Therefore, $T S O(3) \simeq S O(3) \times \mathfrak{s o}(3)$, where $\mathfrak{s o}(3) \equiv \mathbb{R}^{3}$ is the Lie algebra of the Lie group $S O(3)$. The Lagrangian function for this system is given by $L: S O(3) \times \mathfrak{s o}(3) \rightarrow \mathbb{R}$,

$$
L\left(R, \Omega_{1}, \Omega_{2}, \Omega_{3}\right)=\frac{1}{2}\left(I_{1} \Omega_{1}^{2}+I_{2} \Omega_{2}^{2}+I_{3} \Omega_{3}^{2}\right)
$$

Now, denote by $t \rightarrow R(t) \in S O(3)$ a curve. The columns of the matrix $R(t)$ represent the directions of the principal axis of the body at time $t$ with respect to some reference system. Now, we consider the following control problem. First, we have the reconstruction equations:

$$
\dot{R}(t)=R(t)\left(\begin{array}{ccc}
0 & -\Omega_{3}(t) & \Omega_{2}(t) \\
\Omega_{3}(t) & 0 & -\Omega_{1}(t) \\
-\Omega_{2}(t) & \Omega_{1}(t) & 0
\end{array}\right)=R(t)\left(\Omega_{1}(t) E_{1}+\Omega_{2}(t) E_{2}+\Omega_{3}(t) E_{3}\right)
$$

where

$$
E_{1}:=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right), \quad E_{2}:=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad E_{3}:=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and the equations for the angular velocities $\Omega_{i}$ with $i=1,2,3$ :

$$
\begin{aligned}
I_{1} \dot{\Omega}_{1}(t) & =\left(I_{2}-I_{3}\right) \Omega_{2}(t) \Omega_{3}(t)+u_{1}(t) \\
I_{2} \dot{\Omega}_{2}(t) & =\left(I_{3}-I_{1}\right) \Omega_{3}(t) \Omega_{1}(t)+u_{2}(t) \\
I_{3} \dot{\Omega}_{3}(t) & =\left(I_{1}-I_{2}\right) \Omega_{1}(t) \Omega_{2}(t)
\end{aligned}
$$

where $I_{1}, I_{2}, I_{3}$ are the moments of inertia and $u_{1}, u_{2}$ denote the applied torques playing the role of controls of the system.

The optimal control problem for the rigid body consists on finding the trajectories ( $R(t), \Omega(t), u(t))$ with fixed initial and final conditions $\left(R\left(t_{0}\right), \Omega\left(t_{0}\right)\right),\left(R\left(t_{f}\right), \Omega\left(t_{f}\right)\right)$ respectively and minimizing the cost functional

$$
\mathcal{A}=\int_{0}^{T} \mathcal{E}\left(\Omega, u_{1}, u_{2}\right) d t=\int_{0}^{T}\left[c_{1}\left(u_{1}^{2}+u_{2}^{2}\right)+c_{2}\left(\Omega_{1}^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}\right)\right] d t
$$

with $c_{1}, c_{2} \geq 0$. The constants $c_{1}$ and $c_{2}$ represent weights on the cost functional. For instance, $c_{1}$ is the weight in the cost functional measuring the fuel expended by an attitude manoeuver of a spacecraft modeled by the rigid body and $c_{2}$ is the weight given to penalize high angular velocities.

This optimal control problem is equivalent to solve the following variational problem with constraints ([10], [33]),

$$
\min \widetilde{\mathcal{J}}=\int_{0}^{T} \widetilde{L}(\Omega, \dot{\Omega}) d t
$$

subject to constraints $I_{3} \dot{\Omega}_{3}-\left(I_{1}-I_{2}\right) \Omega_{1} \Omega_{2}=0$, where

$$
\widetilde{L}(\Omega, \dot{\Omega})=\mathfrak{C}\left(\Omega, I_{1} \dot{\Omega}_{1}-\left(I_{2}-I_{3}\right) \Omega_{2} \Omega_{3}, I_{2} \dot{\Omega}_{2}-\left(I_{3}-I_{1}\right) \Omega_{3} \Omega_{1}\right)
$$

Thus, the submanifold $\mathcal{M}$ of $G \times 2 \mathfrak{s o}$ (3), is given by

$$
\mathcal{M}=\left\{(R, \Omega, \dot{\Omega}) \left\lvert\, \dot{\Omega}_{3}=\left(\frac{I_{1}-I_{2}}{I_{3}}\right) \Omega_{1} \Omega_{2}\right.\right\} .
$$

We consider the submanifold $\bar{W}_{0}=\mathcal{M} \times 2 \mathfrak{s o}^{*}(3)$ with induced coordinates

$$
\left(g, \Omega_{1}, \Omega_{2}, \Omega_{3}, \dot{\Omega}_{1}, \dot{\Omega}_{2}, p_{1}, p_{2}, p_{3}, \tilde{p}_{1}, \tilde{p}_{2}, \tilde{p}_{3}\right)
$$

Now, we consider the restriction $L_{\mathcal{M}}$ given by

$$
\tilde{L}_{\mathcal{M}}=c_{1}\left[\left(I_{1} \dot{\Omega}_{1}-\left(I_{2}-I_{3}\right) \Omega_{2} \Omega_{3}\right)^{2}+\left(I_{2} \dot{\Omega}_{2}-\left(I_{3}-I_{1}\right) \Omega_{3} \Omega_{1}\right)^{2}\right]+c_{2}\left(\Omega_{1}^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}\right)
$$

For simplicity we denote by $G^{3}=\frac{I_{1}-I_{2}}{I_{3}} \Omega_{1} \Omega_{2}$.
Then, we can write the equations of motion of the optimal control for this underactuated system. For simplicity, we consider the particular case $I_{1}=I_{2}=I_{3}=1$ then the equations of motion of the optimal control system are:

$$
\begin{aligned}
\Omega_{2}(t) \frac{d \tilde{p}_{3}}{d t}-2\left(c_{2} \frac{d \Omega_{1}}{d t}+c_{1} \Omega_{3}(t) \frac{d^{2} \Omega_{2}}{d t^{2}}-c_{1} \frac{d^{3} \Omega_{1}}{d t^{3}}\right) & =0 \\
-\Omega_{1}(t) \frac{d \tilde{p}_{3}}{d t}-2\left(c_{2} \frac{d \Omega_{2}}{d t}-c_{1} \Omega_{3}(t) \frac{d^{2} \Omega_{1}}{d t^{2}}-c_{1} \frac{d^{3} \Omega_{2}}{d t^{3}}\right) & =0 \\
\frac{d^{2} \tilde{p}_{3}}{d t^{2}}-2 c_{2} \frac{d \Omega_{3}}{d t}-2 c_{1} \Omega_{2}(t) \frac{d^{2} \Omega_{1}}{d t^{2}}-2 c_{1} \Omega_{1}(t) \frac{d^{2} \Omega_{2}}{d t^{2}} & =0 \\
\frac{d \Omega_{3}}{d t} & =0
\end{aligned}
$$

If we consider the rigid body as a model of a spacecraft then we observe that this particular cost function is taking into account both, the fuel expenditure $\left(c_{1}\right)$ and also is trying to minimize the overall angular velocity ( $c_{2}$ ). In Figures (7.4) and (7.5) we compare their behavior in two particular cases: $c_{1}=1 / 2$ and $c_{2}=1 / 2$ and $c_{1}=1 / 2$ and $c_{2}=0$.

In all cases we additionally have the reconstruction equation

$$
\dot{R}(t)=R(t)\left(\Omega_{1}(t) E_{1}+\Omega_{2}(t) E_{2}+\Omega_{3}(t) E_{3}\right)
$$

with boundary conditions $R\left(t_{0}\right)$ and $R\left(t_{f}\right)$.


Figure 7.4: Angular velocity values for initial conditions satisfying $\Omega_{i}(0)=\Omega_{i}(4)=0$, $i=1,2$ and fixed values of $R(0)$ and $R(4)$.



Figure 7.5: Comparison of the functions $1 / 2\left(\Omega_{1}^{2}(t)+\Omega_{2}^{2}(t)+\Omega_{3}^{2}(t)\right)$ (left) and $1 / 2\left(u_{1}^{2}(t)+u_{2}^{2}(t)\right)$ (right) in both cases

The case $c_{1}=0$ and $c_{2}=1$, that is, we only try to minimize the overall angular velocity (see [66] for the underactuated case) is singular. We obtain the following system of equations:

$$
\begin{aligned}
\Omega_{2}(t) \frac{d \tilde{p}_{3}}{d t}-2 \frac{d \Omega_{1}}{d t} & =0 \\
-\Omega_{1}(t) \frac{d \tilde{p}_{3}}{d t}-2 \frac{d \Omega_{2}}{d t} & =0, \\
\frac{d^{2} \tilde{p}_{3}}{d t^{2}}-2 \frac{d \Omega_{3}}{d t} & =0 \\
\frac{d \Omega_{3}}{d t} & =0 .
\end{aligned}
$$

Observe that in this case it is not possible to impose arbitrary boundary conditions $\left(R\left(t_{0}\right), \Omega\left(t_{0}\right)\right)$ and $\left(R\left(t_{f}\right), \Omega\left(t_{f}\right)\right)$ although it is always possible to find a trajectory verifying initial and final attitude conditions $R\left(t_{0}\right)$ and $R\left(t_{f}\right)$.

### 7.3.2 Optimal control of a Cosserat rod

A static road corresponds to a Lagrangian system where the energy density takes the role of the Lagrangian.

Let $r:[0, T] \rightarrow \mathbb{R}^{3}$ a vector function and we consider the vector functions $d^{(1)}, d^{(2)}$ : $[0, T] \rightarrow \mathbb{R}^{3}$ such satisfies the orthonormality condition $\left\langle d^{(1)}(t), d^{(2)(t)}\right\rangle=0,\left\|d^{(l)}(t)\right\|_{2}=1$ for $l=1,2, t \in[0, T]$.
$d^{(l)}$ describe the orientation of the cross-section ${ }^{1}$ along $[0, T]$ and $r$ addresses points on the centraline. Moreover, let $d^{(3)}(t)=d^{(1)}(t) \times d^{(2)}(t)$ the normal cross-section.

The deformed configuration can be described taking coordinates on $S E(3)=\mathbb{R}^{3} \times S O(3)$. Let us $(r, R):[0, T] \rightarrow \mathbb{R}^{3} \times S O(3)$, where $R(t) e_{k}=\left(d^{(1)}(t), d^{(2)}(t), d^{(3)}(t)\right) \in S O(3)$, is the matrix representation of $R(t)$ with respect to basis ( $e_{1}, e_{2}, e_{3}$ ) and ( $d^{(1)}, d^{(2)}, d^{(3)}$ ) is the orthonormal basis for the Euclidean space $\mathbb{E}^{3}$.

We denote by $W=W^{\text {int }}+W^{e x t}: T Q \rightarrow \mathbb{R}$ the potential energy of the mechanical system and we assume that $W^{\text {int }}$ is frame independent, that is,

$$
W^{i n t}(R, r, \dot{R}, \dot{r})=\bar{W}^{i n t}\left(R^{-1} \dot{r}, R^{-1} \dot{R}\right)=\bar{W}^{i n t}(u, v)
$$

where $u=R^{-1} \dot{R} \in \mathfrak{s o}(3), v=R^{-1} \dot{r}, \in \mathbb{R}^{3}, r, \dot{r} \in \mathbb{R}^{3}, R \in S O(3)$ and $\dot{R} \in T_{R} S O(3)$.
We assume that $W^{e x t}$ depends only of the position, that is, $W^{e x t}=W^{e x t}(R, r)$. Therefore, our new problem is defined in the left-trivialized tangent space $S E(3) \times \mathfrak{s e}(3)$ as

$$
W=\bar{W}^{\text {int }}(u, v)+W^{e x t}(R, r)=W^{i n t}(R, r, \dot{R}, \dot{r})+W^{e x t}(R, r) .
$$

With some abuse of notation, let define the elements of $S E(3)$ and $\mathfrak{s e}(3)=\mathfrak{s o}(3) \times \mathbb{R}^{3}$ as

$$
\Phi=(R, r)=\left(\begin{array}{cc}
R & r  \tag{7.3.8}\\
0_{3} & 1
\end{array}\right) \in S E(3), \quad \phi=(u, v)=\left(\begin{array}{cc}
\hat{u} & v \\
0_{3} & 0
\end{array}\right) \in \mathfrak{s e}(2),
$$

where $0_{3}$ is the null $1 \times 3$ matrix (both $\Phi$ and $\phi$ are $4 \times 4$ matrices).
The potential total energy is

$$
V=\int_{t_{0}}^{t_{f}}\left[\bar{W}^{\text {int }}(u, v)+W^{e x t}(R, r)\right] d t
$$

The equilibrium configurations of any static system coincide with the critical points of the potential energy. Observe that $\delta u=\delta(R \dot{R})=-R^{-1} \delta R R^{-1} \dot{R}+R^{-1} \delta \dot{R}$. We denote by $\Sigma_{u}=R^{-1} \delta R$, then

$$
\dot{\Sigma}_{u}=-R^{-1} \dot{R} R^{-1} \delta R+R^{-1}(\delta \dot{R})=-u \Sigma_{u}+R^{-1}(\delta \dot{R})
$$

[^1]Therefore $\dot{\Sigma}_{u}+u \Sigma_{u}=R^{-1}(\dot{R})$ and

$$
\delta u=-\Sigma_{u} u+u \Sigma_{u}+\dot{\Sigma}_{u}=\left[u, \Sigma_{u}\right]+\dot{\Sigma}_{u}=\dot{\Sigma}_{u}+u \times \Sigma_{u} .
$$

Where we identify the Lie algebra $\mathfrak{s o}(3) \mathbb{R}^{3}$ and the bracket with the cross product.
Also, $\delta v=\delta(R \dot{r})=-R^{-1} \delta R R^{-1} \dot{r}+R^{-1} \delta \dot{r}$. Denote by $\Sigma_{v}=R^{-1} \delta r$, then

$$
\dot{\Sigma}_{v}=-R^{-1} \dot{R} R^{-1} \delta r+R^{-1}(\delta \dot{r})=-u \Sigma_{v}+R^{-1}(\delta \dot{r})
$$

Finally,

$$
\delta v=-\Sigma_{u} v+u \Sigma_{v}+\dot{\Sigma}_{v} .
$$

Observe that $\Sigma_{u} \in \mathfrak{s o}(3)$ and $\Sigma_{v} \in \mathbb{R}^{3}$. From the definition of $\Sigma_{u}$ and $\Sigma_{v}$ we deduce that $R \Sigma_{u}=\delta R$ and $R \Sigma_{v}=\delta r$.

The equilibrium configurations are characterized by

$$
\begin{aligned}
0 & =\int_{t_{0}}^{t_{f}} \frac{\partial \bar{W}^{\text {int }}}{\partial v} \delta v+\frac{\partial \bar{W}^{\text {int }}}{\partial u} \delta u+\frac{\partial W^{e x t}}{\partial r} \delta r+\frac{\partial W^{e x t}}{\partial R} \delta R d t \\
& =\int_{t_{0}}^{t_{f}} \frac{\partial \bar{W}^{\text {int }}}{\partial v}\left(\dot{\Sigma}_{v}-\Sigma_{u} v-u \Sigma_{v}\right)+\frac{\partial \bar{W}^{\text {int }}}{\partial u}\left(u \times \Sigma_{u}+\dot{\Sigma}_{u}\right)+\frac{\partial W^{e x t}}{\partial r}\left(R \Sigma_{v}\right)+\frac{\partial W^{e x t}}{\partial R}\left(R \Sigma_{u}\right) d t .
\end{aligned}
$$

Taking the redefinition

$$
\begin{equation*}
n=\frac{\partial W^{i n t}(u, v)}{\partial v}, \quad m=\frac{\partial W^{i n t}(u, v)}{\partial u} \tag{7.3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
f=\frac{\partial W^{e x t}(R, r)}{\partial r} \quad l=\frac{\partial W^{e x t}(R, r)}{\partial R} \tag{7.3.10}
\end{equation*}
$$

which we consider the control forces, we finally arrive to the equations of motion

$$
\begin{align*}
& \dot{n}+n \times u+f=0, \\
& \dot{m}+n \times v+m \times u+l=0 . \tag{7.3.11}
\end{align*}
$$

For more details see [41]
The optimal control problem consists on finding a trajectory of the state variables and control inputs that minimize the cost functional

$$
\mathcal{C}=\int_{0}^{T}\left(f^{2}+\rho_{1}^{2} l^{2}\right) d t
$$

where $\rho_{1}$ is a weight constant. The control problem is subject to the following boundary conditions $\Phi(0)=(R(0), r(0)), \phi(0)=(u(0), v(0))$ and $\Phi(T)=(R(T), r(T)), \phi(T)=$ $(u(T), v(T))$ belonging to $S E(3) \times \mathfrak{s e}(2)$.

As in the rigid body example, from eqs. (7.3.11) we can obtain an expression of $f$ and $l$ in terms of the other variables. Furthermore, differentiating equations (7.3.9) with respect to time, we can find out $\dot{n}$ and $\dot{m}$ in terms of $((u, v),(\dot{u}, \dot{v}))$ if we assume $W^{\text {int }}(u, v)$ twice differentiable, i.e., $\binom{\dot{n}}{\dot{m}}=\mathcal{H}(u, v)\binom{\dot{u}}{\dot{v}}$, where $\mathcal{H}$ is the Hessian matrix of $W^{\text {int }}(u, v)$.

Now, setting the function $L: \mathfrak{s e}(2) \times \mathfrak{s e}(2) \rightarrow \mathbb{R}$ as $L((u, v),(\dot{u}, \dot{v}))=[f((u, v),(\dot{u}, \dot{v}))]^{2}+$ $\rho_{1}^{2}[l((u, v),(\dot{u}, \dot{v}))]^{2}$, our problem reduces to extremize the control functional

$$
\begin{equation*}
\mathcal{C}=\int_{0}^{T} L((u, v),(\dot{u}, \dot{v})) d t=\int_{0}^{T} L(\phi, \dot{\phi}) d t \tag{7.3.12}
\end{equation*}
$$

subject to the boundary conditions above. For sake of completeness we can write down the explicit form of $L$, namely

$$
\begin{aligned}
& L((u, v),(\dot{u}, \dot{v}))=f((u, v),(\dot{u}, \dot{v}))^{2}+\rho_{1}^{2} l((u, v),(\dot{u}, \dot{v}))^{2}= \\
& \left(\mathcal{H}_{11}(u, v) \dot{u}+\mathcal{H}_{12}(u, v) \dot{v}+\partial_{v} W^{\text {int }}(u, v) \times u\right)^{2}+ \\
& +\rho_{1}^{2}\left(\mathcal{H}_{21}(u, v) \dot{u}+\mathcal{H}_{22}(u, v) \dot{v}+\right. \\
& \left.+\partial_{v} W^{\text {int }}(u, v) \times v+\partial_{u} W^{\text {int }}(u, v) \times u\right)^{2} .
\end{aligned}
$$
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[^0]:    ${ }^{1}$ A Lagrangian $L$ is hyperregular if $\mathbb{F} L$ is a global diffeomorphism.

[^1]:    ${ }^{1}$ In geometry, a cross-section is the intersection of a figure in 2-dimensional space with a line, or of a body in 3-dimensional space with a plane, etc. More plainly, when cutting an object into slices one gets many parallel cross-sections

